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1.1 Semantic Interoperability and Semantic Congruence
Semantic Interoperability encompasses the capacity for mutually consistent semantic interpretation of intention and shared knowledge within a situational and purposeful context, as a result of a semantic interaction, where intention, context, and knowledge are explicitly represented and expressed in some language of discourse or are implied by convention and use. Semantic congruence characterizes the compatibility of the descriptive elements of semantic interaction expression and the corollary representations and models that the interacting agents use to semantically interpret the interaction. The former characterizes semantic interoperability capacity, while the latter characterizes the compatibility or congruence of the elements for semantic interoperability.
Semantics is thus about the meaning of an expression and its interpretation with respect to a world model, while semantic interoperability is the possiblility for mutual understanding when exchanging expressions from each other’s world model and background knowledge. Consistent semantics would entail that the meanings of different expressions would  refer to the same set of real world concepts and objects in equivalent world models. Different world models would entail different semantics. This is observed throughout history with respect to the axioms that people have in their world models in their political, religious, legal, and cultural domains

1.1.1 Semantic Congruence - Scope
The intent is to describe the salient concepts of semantics that enable a capacity for mutually consistent understanding of shared information in a technology mediated information and communication network environment. Thus we are not interested in understanding how the brain processes sensory information and relates it to various concepts, nor in the theory of linguistics and how we use language to represent these concepts in our communication and interactions with other humans; but rather how technology design assumptions and implementations can assist or inhibit groups of people to reach a reasonably consistent understanding of shared concepts expressed in their interactions. Simply put “how technology mediates semantic interactions?”. 
As a concrete example the human interface to most kinds of technology has evolved to become more flexible and powerful by enabling a context interpretable relationship between the display, the implied functional meaning of the icons or text lists within the display, and a soft selection button on the device for indicating the user’s indication of which item is of interest for for this interaction. Subsequent to the user’s communicating the selection, the display will invariably change to indicate a new functional concept list for selection again by the user. In this way the technology can present a set of sequenced interactions with relevant information that enable the user to refine his intent, and the technology to refine a response based on the user’s selection and supplied information. This example indicates semantic interaction and interoperability between a human and technology, Figure 1; we will discover later that the semantics of this interaction had to have been defined by another human (a designer) at an earlier stage of technology development lifecycle. Thus all human interactions with technology, had their semantics defined by other humans. 

Similar approaches can be used when a community of users are involved in some form of collaboration where the technology provides choices and relevant information to each user with respect to a predefined process of collaboration for some particular purpose, Figure 2, and the role of each particpant. eBay(’s auction services on the WWW is an excellent example of a technology mediated network human collaboration; the selling and buying of products within a predefined auction process. Again this auction process being used by the WWW community had its semantics of interaction previously defined by humans, a designer, Figure 2.
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Figure 1. Human - Technology Mediated Semantic Interactions 

In the former case the semantics is focused on the interactions between technology functionality and the technology user. In the latter case the semantic model has expanded to include interactions not only between users and technology, but also interactions between users mediated by technology. Thus we are interested in understanding and characterizing those aspects of semantics associated with technology mediated collaborations, and less of the semantics involved for human collaboration itself; though we shall make some assumptions about the latter by using relational concepts for characterizing communities of interest and their domain knowledge relevant to their specific purposes. 
1.1.1.1.1 Semantic Interaction Technology Mediation Patterns

In general different combinations of these can occur, e.g., multiple technologies intermediate between end-users. For example:

1. U-SI-U, ‘not technology mediated ‘
2. U-SI-T(D), ‘ implied designer semantics in the interface definition‘
3. U-SI-T-SI-U, ‘technology mediated’
4. U-SI-T-SI …-U, ‘general technology mediated form’
In this model each ordered triple (U-SI-T), (T-SI-T), (T-SI-U) has a defined semantic interaction, SI between the interacting entities, U,T. The end to end semantics are thus a result of the concatenation of the semantic interactions and the mediating influences of each interacting entity. We always make an assumption that the end points have a human interpretation of the semantics of the interaction, even if the end point is a technology, T; we assume that the semantic interpretation implemented in T is defined by a human designer. When the end point is technology, than the semantics of its interactions are implied through a reference to semantic definitions created by the designer. In fact for current systems, all of the semantic interactions, SI, regardless of endpoint types (T,U) have an implicit reference to an external set of semantic definitons defined by designers. More recent Semantic Web technologies are representing some of these human semantic definitions into the technologies themselves, so that the semantic interactions, SI, will now have some explicitly and transparency within the implementation. 
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Figure 2. Networked Users technology Mediated Semantic Interactions
1.1.1.1.2 Meta Architecture for Network Mediated Semantic Layers 
In technology mediated semantics, especially network examples, there are multiple layers of semantic abstractions, Figure 3, where each layer has semantic definitions appropriate to its purpose. The “User” and  “Designer” discussed previously is now refined according to its contextual role in using or creating a technology mediated network solution, and the relevant domain knowledge for their purposes. This diagram illustrates that technological based networking solutions have a hierarchical model of semantic dependencies, where each layer abstracts to a higher level of abstraction the concepts of the lower level, and that networking agents and elements typically interact with concepts within their layer of concern. 
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Figure 3. Hierarchical Semantic Abstraction Layers from a Network Technology Perspective

In addition we note that the user community typically has knowledge only of the semantics of the operational layer, and to some extent knowledge of how to interact with technology. When the semantics of the operation layer require specialized knowledge by the user about use of the technology, then there are potential problems of semantic consistency between the concepts of the operations layer and the technology underpinnings. Users make mistakes in use of technology with respect to their operations goals. Where the networking technology presents the semantics of its interaction in a representation understood by users, than the potential for error is reduced. 
	Agent Type/Role
	Semantic Domain Category
	Description

	Organizations, Communities, Users
	Operations
	Focuses on the human aspects of networking, considering the semantic knowledge about goals, functions and roles, and the specific domain information associated with the goals and roles of the agents and communities. 

	Network Architects
	Network
	Focuses on the architecture of the technology network to support the human network. Critical to consistent interoperation at this level are the semantic definitions for network services, communications, and information, and  critical to the consistency of the layered semantic model are their relationships to the semantic concepts defined at the operations level. 

	System Architects
	System
	Focuses on a particular system or subsystem that provides a subset of capabilities necessary to support the above network. Critical to consistent interoperation at this level are the semantic definitions for system services, communications, and information, and  critical to the consistency of the layered semantic model are their relationships to the semantic concepts defined at the network level.

	Designers, Developer
	Technology
	Focuses on a semantic representation of a particular technology for the services, communications and information. Critical to the consistency of the layered semantic model are their relationships to the semantic concepts defined at the system level.


Table 1. Semantic Relationships for Network Technology Mediated Operations

As we progress down the technology abstraction levels; different types of human agents will require different domain knowledge, e.g., network protocols versus software component APIs. Typically these different communities of agents developed their own concepts, standards, and technological perspective relevant to the problems and domain knowledge of their layer, and are less familiar with the concepts of other layers; this has resulted in semantic confusion and the potential for inconsistency between these different layers and their domains of knowledge. Currently the UML and DoDAF models do not provide sufficient definitional capabilities to relate the concepts between the different layers of abstraction.

In addition to the concerns of different agents about their ability to understand the semantic concepts of their layer when performing their role, there is the issue of understanding the semantic dependencies of the implemented network solution itself. In this case the semantic definitions were created in unique artifacts as part of a development process, and the semantic relationships defined between the different artifacts associated with each layer were also defined in unique artifacts created during this same development process. Implemented solutions invariable provide no information about its internal organization or semantic dependency relationships. Newer semantic networking solutions based on the W3C Semantic Web takes the approach to incorporate semantic metadata within the implementation to make visible and understandable the semantic relationships between certain architecture elements of the layers, user Level Services and Data).

What is required is an overall semantic dependency model that can relate the semantic concepts in each layer of technological abstraction to each other as appropriate. 
1.1.1.1.3 Semantic Interoperability Conceptual Framework (SICF)
A Semantic Interoperability Conceptual Framework, Figure 4, describes a model that can be used to understand and characterize key aspects of semantic interoperability between interacting entities and their ability to achieve mutually consistent interpretation of the meaning and intent of the knowledge shared between them. The model incorporates concepts derived from cognitive science, knowledge engineering, logic, multiagent systems, pragmatics, set theory, and the recent W3C
 efforts to standardize on languages that can be used to add semantics to the WWW
. It is the premise of the SICF framework that semantic interoperability always involves an agent’s use of  definitions and representations of intention, context and domain knowledge when interacting with other agents, and that these semantic definitions are always created by humans, though their final form may be either explicitly transparent, or implicitly discoverable.

Fundamental to SICF are the following concepts:

· Agents are the peer elements involved in a semantic interaction, and are classified as either human or technology types. The boundaries of agent definitions should incorporate its relationships to domain knowledge, context, and intention definitions and forms of representation.
· All semantics are defined by a human capability to represent and understand knowledge about the world that is expressed in a language that other humans can understand. 
· Each human agent develops their own knowledge about the physical and social world that is constantly evolving as a result of their interactions with the real physical world and the social world of other humans   

· Technology agents have their semantics derived from human engineering processes, and the final semantic representations in current systems may have a form that goes through multiple translations into a technical form that is not easily traceable back to the original human semantic definitions. They may have their semantic definitions explicitly available as integral elements of their implemention instances, or implicitly traceable through their engineering information artifacts  used to develop the technology agent, e.g., requirements, architecture, design models, etc. Recent trends indicate the need to represent semantic knowledge in a form that is understood easily by humans and is computable. This semantic definitional approach embodies the human level of explicit semantic representation in the technology result, rather than having an transitive set of translations from human to technology implementation.
· Knowledge can be partitioned into domains where the concepts of that domain are represented with their own models and vocabulary 

· Context provides an overall agent’s situational perspective on the use and relevancy of domain knowledge for an intentional purpose, e.g., it may include knowledge about the the goals of the agent, role of the agent, the capabilities of the agent, the key aspects of the current situation, the weather, etc. Context also determines the level of detail necessary for the purpose, defines an agent’s intention with respect to use of the domain knowledge, and defines knowledge of an agent’s physical and social current situation that influences its interpretation of domain knowledge. Shared context between agent’s can facilitate the joint interpretation of shared knowledge that can create a mutually consistent and integrated picture of real world objects and social concepts.
· Semantic interoperability between agents can be characterized by a definition of a semantic interaction comprised of three basic elements, <context, domain knowledge, intention>. An analysis of the assumptions about these three semantic element for each interacting agent or entity will characterize the nature, scope, and success or failure of the semantic interaction. 
· Technology agents can be further classified, cognitive or reactive. Each type has different inherent capabilities to process these three semantic elements, based on whether the representation and interpretation of these elements is explicitly visible in the agent (cognitive), or whether they are implicit in the implementation of the agent (reactive) where the semantic definitions are not easily determined from the implementation . 
1.1.1.1.3.1 SICF Framework Elements

The SICF conceptual framework elements of Figure 4 are:

Common Environment: Comprised of the real physical world and the social world of humans. The physical and social environment that the interacting agents are situated in and have knowledge of.
Agents or Entities: These are classified as human or technology types which interact with each other for intentional purposes of collaboration. Interactions can be defined for different combination of these types. Each agent interaction involves the sharing of knowledge about context, domain knowledge and intent, e.g., request and commit to actions, etc. The success of their interactions are premised on their mutually consistent understanding (semantics) of knowledge necessary for their intentional purposes within a specified context. 
Agent Context: Context defines a environmental situation and agent perspective state which unifies required knowledge about common environment and specific domain knowledge necessary for a purpose and the set of intentions that that can be used to achieve that purpose. Thus context can define the role of an agent, its capabilities, the necessary subset of domain knowledge to decide what actions to take or to make appropriate inferences, and any social or other real environmental constraints on the logical inferences that can be made. It may also include the such environmental knowledge as agent location, time, movement vector, etc. Other agent context definitions may also determine the perspective, granularity, and relevancy of domain knowledge with respect to the specific context, e.g., a social context, an organizational context, an environment context, a physical context, a task context, a role context, a space-time situational context, etc.
Agent Domain Knowledge: Each agent or entity has an explicit or implicit subset of knowledge about the real physical and social world, as well as specific knowledge related to a domain of interest related to the purpose and intention of the agent, herein called domain knowledge. Successful multiagent communication is heavily dependent upon a mutually consistent semantic interpretation of the exchanged expressions, e.g., the concepts represented by an expression must have some compatibility with interacting agents knowledge, e.g.,  context, domain, and intention. Domain knowledge defines the concepts representing a specific subset of world knowledge that an agent understands and can share through semantic communicative interactions. The domain knowledge shared within the interaction has additional semantic characteristics such as language, concept model and taxonomy, real world referent interpretation assumptions, properties, grammar and a logic constraining semantically correct inferences. Examples of domain knowledge models for emergency response context could include concepts and models for medical supplies, first responder capabilities, current medical emergency type, locations of medical treatment centers, geographcial area of medical impact, etc.
Agent Intentional Speech Acts: The speech act by its nature defines one type of context that provides an indication of how to semantically interpret the expression of the interaction, e.g., to share knowledge about the environment, to request a service, to commit to a collaborative action, to signal completion of an action, to state a belief, etc. Each communicative semantic interaction (speech act
) has an intention definition which specifies locutory, illocutory, and perlocutory components The locutory component is the actual material form of the communicative speech act, e.g., sound waves, radio waves, text messages, symbols, etc. the illocutory component identify the type of illocutory force the speaker applies to the content or proposition of the speech expression or locutory component. The perlocutory component identifies the effects of the illocutory act on the state of the recepient, e.g., convincing, persuading, etc.

Typically in computer systems types of speech acts
 have been used in systems where it is necessary to signal the recepient how to interpret the content of the message involved in the interaction, an illocutionary act with intent.  “An illocutionary act is any speech act that amounts to stating, questioning, commanding, promising, and so on. It is an act performed in saying something, as contrasted with a locutionary act, the act of saying something, the locution and also contrasted with a perlocutionary act, an act performed by saying something.” 

In many systems, protocols have been used for communications, where the messages and their headers are classified into types, where each type has an illocutory force and purpose; in effect an illocutionary speech act. Where in Wikipedia illocutionary force is defined “Illocutionary force is roughly the speaker's intention behind the production of an illocutionary act, including its communicative point, attitudes involved, and presuppositions.”

Thus to enable correct semantic interpretation of an expression in an interaction between agents of whatever type, it is also necessary for the agents to have knowledge of the illocutionary force of the speech act, represented in a message. 
1.1.1.1.4 SCIF Semantic Interaction Assumptions
Semantic Model Assumption: As illustrated in Figure 4, all human or computer communications supporting a purposeful type of interaction require semantic definitions relating the referents of  the intentional expressions to the concepts in the agent’s domain model, where the intention definition further refines the intent and meaning of a signal, a command, a request, a shared data element, a communications response, an expression or proposition describing the world or a situation, etc. The ability for agents to realize mutually consistent understanding of exchanged expressions in a semantic interaction is increasing due to globalization, while a counter force to this is the emergence of specialization by communities defining their own specialized concepts and languages for specialized knowledge. Though specialization provides quick semantic shortcuts for those trained in the specialized domain, it has the effect of decreasing ubiquitous understanding of shared knowledge. Specialization has the effect of trading off global understanding for local optimization of semantic interactions. Invariably, semantic interactions using knowledge from specialized domains will have to rely on the specialists to translate their meaning into a common language that is more ubiquitous for wider understanding.  

Potential Compatibility Assumption: The interacting agents must have compatible semantic models, understand the languages used in the expressions of exchange, understand the intention of the expression, and have similar definitions for meaning with respect to the world or similar human defined concepts in order to reach mutually consistent understanding of the propositions exchange with each other. The context of the semantic interaction will also have influence on how the domain knowledge referred to by the expression will be interpreted. This is especially true of indexical concepts, where the referent real world object changes due to different contextual interpretations, e.g., the domain concept Location may refer to either the City that a person is in or it may refer to a Longitude/Latitude/Height tuple. The necessary accuracy of the Location information is dependent upon the context of the use of the information, e.g., a census count might require only zip code accuracy, while an emergency response would require a street address or equivalent.
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Figure 4. Semantic Interoperability Conceptual Framework 
Mutual consistency definitions for domain models  and concepts implies that the semantic interpretation of the exchanged expression, its concepts, will find corollaries in each interacting agent’s domain model, and that inferences made based on this shared knowledge will also be consistent across the agent domain models. 

There could be different levels of mutual consistency:

· Disjoint domain concepts of the recipient with respect to the originator’s domain concepts represented by the expression

· Overlap domain concepts – where the recipient and originator concepts overlap in meaning but are not exactly equivalent

· Subset domain concept – where either the recipient or originator domain concept is a subset of the other’s concept

· Equivalent domain concept – where the originator and recipient concepts are equal

· Model inconsistent – concepts are compatible but the logical inferences between concepts are not consistent

· Model consistent – concepts are compatible and the inferences of other concepts in the model are consistent between originator and recipient

Semantics Compatibility Assumption for Technology Interactions: All technology elements that interact with each other have an original set of predefined human semantic definitions covering the intent of the interaction, the meaning of the information exchanged, and the context of the overall interaction. Technology based semantic interactions have an additional problem where the predefined semantic definitions made during the engineering development lifecycle processes are in many cases lost and if not lost, complex to relate the final implementation implied semantics to these original explicit semantic definitions, e.g., the engineering artifacts with their semantic definitions are not usually inherent in the technology itself, e.g., design models. This makes recovery of the original interaction semantic definitions problematic, and results in possible misinterpretation errors that can cause non-interoperability when engineers attempt to extend the definition of the semantics for an existing technology interaction, or attempt to add new systems that can interact with the original system community.

This problem of technology interaction semantics has been compounded by the proliferation of different types of technology and their specialized assumptions about the knowledge for the interactions when using this technology. In most cases engineers have to read documentation and other models to be able to develop semantically consistent interactions with this technology since the semantic interaction definitions are not embedded within the technology itself.

Newer concepts such as envisioned by the Semantic Web provide the means for on-line access to semantic definitions of shared knowledge and service, and in some cases these semantic definitions are also embedded as part of the final implementation.  Different levels of semantic expressiveness may be used, with the highest being expressed as Ontologies and exchanged metadata,  which enable the original semantic definitions to become part of the technology implementation and thus reduce possible errors of semantic interpretation by engineers when extending the scope of the original interaction set.

1.1.1.1.5 Global versus Specialization of Domain Knowledge for Communities of Interest
Expansion of ubiquitous and common understanding of learned knowledge is occuring due the emerging global technologies and applications shortening time and distance for communications, news, entertainment, and travel. This has had the effect of increasing global knowledge and thereby the capability of many languages to represent similar concepts, subject to social and other constraints that influence meaning. Conversely, there is increasing complexity requiring specialization of knowledge where separate communities of interest create their own vocabularies and concepts which are not understood without significant education. 

These two counter forces, Figure 5, one increasing ubiquitous knowledge through globalization and the other decreasing ubiquity through specialization is affecting the ability for humans to reach a common understanding of shared knowledge. The failure of semantic consistency is due less to lack of understanding of a language, but rather due to the inconsistency of world models and associated beliefs that interpret communicated expressions according to this model, Figure 4, and also by differences in deep background knowledge underlying the world model. 

Figure 5. Globalization versus Specialization
Larger organizations with multiple communities of interest will have to spend some resources to enable its specialized knowledge to be expressed in a form that can be used and understood by other communities. Examples already exist in the health care community where lay people can acquire medical dictionaries and web descriptions of pathologies of diseases and possible treatment which most reasonably educated people can understand, while other literature on the same subject is much more technical and specialized for physician use. 
This problem of specialization is especially true where one community requires information from another community for its purposes, e.g., expense reports for accounting, where the specialized community defines the knowledge needed in terms that anyone can understand but is directly interpretable by accountants to their expense accounting concepts. The person providing expense reports does not require specialized accounting knowledge to communicate relevant accounting information. There is a lesson here, specialized communities define in simpler terms the information they require from other communities without having to share specialized metadata about their world model, they can than map the received information to their specialized world model. Hopefully this can provide one approach for technical solutions for semantic interoperability between different communities. Clearly we would be interested in whether the domain knowledge is oriented towards a more global common knowledge or to a specialized community. For example Harrisons reference on “Internal Medicine” would be an example of a specialized knowledge within a community of interest, medical students and physicians. Webster’s Dictionary would be an example of a more global domain of knowledge which is valuable to a very large community of humans with no inherent specialization classification, such as physicians. They only need to be classified as humans interested in the meaning of English words.

Classification of the global nature of the instances of domain knowledge, context knowledge, intent knowledge comprising the semantic interaction could be characterized anywhere on a continum between Specialized and Global. As we approach specialized knowledge we fine typically a unique lexicon, unique semantic models of concepts, and fewer humans who would understand this specialized knowledge. Over time what was once specialized could become more global affectors such as ubiquitous integration of this specialized knowledge into education curriculums, etc. Most students in the U.S. are now educated in the concepts of geometry, while only a few hundred years ago we would have found only the elite at universities being exposed to the concepts of Euclid’s geometry. With respect to literacy, universal education in developed countries has increased the literacy level of the general population and thus expanded their general knowledge, while in centuries past only the elite were literate.

Let’s use the following discrete classifications to characterize the global nature of knowledge:
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  Figure 6. Global versus Specialized Knowledge Classifications
Sometimes interoperability was so important to a community, an attempt was made to reach agreement on the semantics to be used for interactions, e.g., establishing standards defining the metadata associated with data elements to be exchanged. Examples abound, such as the ANSI ASC X12e-business standards “The EDI
 standards are developed and maintained by the Accredited Standards Committee (ASC) X12. The standards are designed to work across industry and company boundaries. Changes and updates to the standards are made by consensus, reflecting the needs of the entire base of standards users, rather than those of a single organization or business sector. Today, more than 300,000 organizations use the 300+ EDI transaction sets to conduct business. ” The U.S. government is also active as exemplified by the Federal Enterprise Architecture (FEA)
 Data Reference Model (DRM). 

Regardless of how the interaction is described or how the data of exchange is represented there is a need to define the meaning of the interaction and the data exchanged so that others could design elements that could interact according to this definition. Typically this level of semantic interaction definition was not completed sufficiently to achieve this goal. 
Originally it was assumed that simple metadata tagging of the data elements would provide sufficient specification to enable successful interoperation and mutually consistent interpretation by interacting elements within a community. It was assumed that the XML metadata element definitions for each data element, and extensive documents defining the intent of the use of the data, that the semantics would be consistently interpreted by each system and organization within the community. This has not proved to be the case for a variety of reasons, most notably the lack of semantic constraints and a semantic model for interpreting the exchanged data correctly. Only in the most simple of cases with small sets of metadata and data elements was success achieved. 
1.1.1.1.6 Explict and Implicit Semantics for Human and Technology Interactions

In addition to the effects of globalization and specialization and their impact on consistent semantic interaction, consistent semantic interactions are also affected by the explicit or implicit nature of the semantic representation and definitional relationships. We are thus interested in characterizing whether the semantics of interaction are explicitly or implicitly defined for both human and technology interactions, Figure 7.  
Figure 7. Explicit and Implicit Semantic Interactions
The ability to achieve mutual and consistent semantic interpretation is biased by the level of explicitness of semantic definitions for the interaction. Obviously implicit semantic definitions are the most problematic due to their greater potential for erroneous assumptions about the meaning of the exchanged expressions in the interaction. The following model indicates that all technology semantic interactions are subsets of defined human semantic interaction defintions, and that they can either have explicit, hybrid, or implicit definitions. 
If we define human semantic interaction as dependent upon the explicit understanding and representation of context, domain knowledge, and the interaction intent, we can make the following axiomatic statements about the effects of explicit versus implicit semantic definitions.
· Explicit human semantic definitions enable mutually consistent understanding of human interactions
· Implicit human semantic definitions may enable mutually consistent human understanding of interactions
· Explicit human semantic definitions enable Explicit semantic technology interactions definitions 

· Explicit semantic technology interactions definitions enables mutually consistent interpretation of technology interactions 

· Implicit human semantic definitions  enables Implicit semantic technology interactions definitions 
· Implicit semantic technology interactions definitions do not enable mutually consistent interpretation of technology interactions 

1.1.1.1.6.1 Human Semantics of Knowledge and Interactions
Human communicative interactions are semantically constrained by the semantic knowledge defined by human communities within a context and by the experiential and learned concepts of an individual developed through his life, Figure 4. Whether the existence of concepts are contained in any agent’s world model, the language used to represent knowledge provides an additional obstacle to reach mutual understanding. In addition to these,  social and other context constraints may include other assumptions about knowledge of the world that would bias the interpretation of any expression.

Language and Cultural Semantic Dependencies

Also certain concepts are not readily expressed in the language of different cultures, thus requiring the concept to be expressed as complex expressions in the native language. Even in the case where different languages may have similar concepts, they may have different levels of semantic granularity in a taxonomic sense, or different social constraints as to use and purpose.

This whole area of interpretation of the words or concepts and mappings to the real world has limitations of vagueness
, where the referent objects or concepts with respect to a word are different, even in the same language and culture by individual members. An example from Quine,  “Insofar as it is left unsettled how far from the summit of Mount Ranier one can be and still count as, “Mount Ranier” is vague.  
Semantics, or interpretations of expressions in a language are thus dependent upon: culture, social context, nationality, language, education, experience, and individual inherent capabilities such as intellect, physical attributes for speech, hearing, seeing, smelling, touching, etc. 
To repeat, the human agent is situated in both a physical real world and a social conceptual world where he integrates all of the above into establishing meaning. In the literature this experiental knowledge is referred to as deep background knowledge and consists of concepts that most people would understand at some level, and other concepts that are unique to a culture, social environment, and individual experience.

Though human language is almost infinite in its ability to describe concepts of whatever complexity, it may take some time for people to reach a common understanding of the meaning of their expressions. If the domain of discourse is constrained and of the variety that most people have learned or have experiences in, than a common understanding should be feasible.

We should be able to reach an understanding of what is being expressed with respect to the interpretation of the expression and mapping to real world objects or social concepts in some world model. What is not necessarily agreed to is the accuracy of the world model with respect to the real world. In most cases people assume that each have the same world model as theirs and this is the source for error, these subtle differences in world models result in similar expressions having potentially different meanings. 
Thus the semantic interaction between people will have to undergo multiple interpretations at different semantic levels as illustrated in Figure 4, syntax and grammar of expressions, interpretation to world models of individuals, interpretation to the physical world and human conceptual world. The former real world is mediated by the concepts of science, while the latter are mediated by cultural, political, religious, and personal education and experience. 

An approach recommended for characterizing human semantic interactions is to describe the archetypical semantic elements <Context, Domain, and Intent> used by the expressions in the set of semantic interactions being analyzed and the set of world models used by agents that they refer to. Thus Context could be defined by identifying  the Community of Interest, while Domain could be associated with the different areas of knowledge for a specific role or task within the COI, while the Intent could be associated with the type of semantic interpretations typical for the set of semantic interactions being analyzed, e.g.,  Request Action, ShareKnowledge, etc.

1.1.1.1.6.2 Semantics of Technology Interactions 
Current and past technology development lifecycles have hidden the definitional semantics as the technology lifecycle progresses, Figure 8, where explicit definitions are available in early requirements and design specifications, but are not normally available in later technology implementation or deployment or operational phases. Technology interaction semantics deals with how much of the human semantics is captured and inherent in the technologies themselves, e.g., computer languages, protocols, schemas, ontologies, metadata, web services, etc. Since all technology interactions were once designed with an original set of semantics, the problem for expansion or reuse is to recover the original semantics without error. 

It is natural that technology based systems and their interactions are derived from definitions created during the engineering process and that the semantics of any system interaction was originally defined with assumptions about context, domain knowledge and intention of the interaction. 

Though technology implemented systems have this defined semantic model, it is typically not discernible in the final technology implementation due to loss of the original semantics while creating translations to technological forms in the artifacts created during the processes, Figure 8, associated with the different lifecycle stages, e.g., requirements, design, development and deployment. This has had the effect of increasing the complexity, cost and risk for extending the scope of interoperability for systems.  

In computer systems, messages may be sent as part of a protocol definition and the interpretation of the message may be context dependent upon the state of the receiver defined by some complex autonomous state machine. Without recourse to the document describing the state machine and familiarity with the protocol, a human would have a hard time determining the receiver’s interpretation of the message. In this case the semantics of the meaning of the message is context dependent upon the state of the receiver and the state machine specification implemented in the technology of the receiver. Though the message may be observed, the state machine is not usually observable within the technology, it is usually hidden in the progammatic code for software implementations. In this case the semantic interpretation is implicit where originally there was a human explicit definition, but the technical solution implies satisfaction to the human specification and only through testing is it determined whether the technology is consistent with the semantic definition of the state machine.    

Another example of explicit semantics with a narrow interpretation (screen rendering of hypertext and navigation to other web sites) is the World Wide Web (WWW) with its syntactical Hypertext Markup Language (HTML), which has been pheonomenally successful in enabling rendering of web site content by web browsers on computer screens and enabling navigation to other web sites. Yet it has been noted that there were no semantic definitions defining the meaning of the web site content that could enable reasonable consistent interpretation by applications or web browsers. To  assist in the achievement of mutual understanding of web content and services throughout the technology lifecycle; Figure 8, the W3C has create a Semantic Web Initiative
 and its first set of standards to add semantic metadata for web services and web content have been created in the form of XML, RDF, and OWL. 

Other efforts have defined common metadata that could be used by organizations within a community of common interests. This has most notably taken the path of shared taxonomies and XML schemas, which provides explicit syntax and vocabulary, but relies on documents and participants in the community to reach agreements on the semantics. There is no explicit computer computable semantic metadata defined by XML, the meaning or semantics is implicit through shared definitions in documents or standards. 
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Figure 8. Semantic Definitional Availability during Technology Lifecycle
1.1.1.1.7 Types of Interacting Entities - Cognitive and Reactive Agent Semantic Assumptions

In addition to the semantic assumptions of the interactions, the type of interacting agents should also be considered in their support a type of semantic interactions. Two types of agents
 are considered for our analysis purposes, each having different semantic processing capabilities, e.g., Cognitive Agents
 (CA), and Reactive Agents (RA). Cognitive agents have the ability to process expressions representing knowledge of the world against an internal world knowledge model, while reactive agents do not have an internal model representing knowledge about the world and thus cannot semantically interpret expressions about the world. The semantic interaction models described previously consisting of <Context, Domain Knowledge Intention> form the description of the type of interaction, while the agent type combinations characterize their compatability to interpret a semantic interaction type. Every interaction, whether by a cognitive agent or reactive agent design embodies these three semantic elements <Context, Domain Knowledge, Intention>. The form of the embodiment and semantic interpretation assumptions for each agent type are different. Three possible combinations of agent interactions have been identified: CA-CA, CA-RA, RA-RA, Figure 9 - Figure 11, Table 2, where the interactions have different semantic assumptions and characteristics. 

1.1.1.1.7.1 Cognitive Agent Interactions CA-CA

When cognitive agents interact, Figure 9, it is assumed that each agent has an internal knowledge model that can be used to guide all of its logical determinations about selection of actions and current state of affairs. Each exchanged expression as part of the interaction entails the <context, domain knowledge, intention> definitions and assumptions described previously and in most cases this is explicitly defined for each agent and transparent in the agent design. As long as the cognitive agent world models involved in the interaction are semantically compatible, and the expressions used at the interaction communication interface are translatable to the internal world model of each agent, than consistent semantic interactions and interoperability are possible. This compatability is described later by using set relationships to determine the Venn intersections for semantic consistency in these three areas.

1.1.1.1.7.2 Hybrid Agent Interactions CA-RA

With respect to hyrbrid situtations, Figure 10, where a cognitive agent interacts with a reactive agent, the cognitive agent has to bear the burden of semantically translating the sense/response interactions to the concepts contained in its internal knowledge model and consistent with the design agent model. Typically the semantics of the sense/reponse reactive agent interactions are defined by a design agent, where these semantic definitions are usually in the form of documents. This situation is typically fraught with semantic interpretive errors of the sense/response interactions by design agents, especially if existing  reactive agent implementation does not readily enable traceability to the design model. 

1.1.1.1.7.3 Reactive Agent Interactions RA-RA

In the case of interacting reactive agents, Figure 11, the only knowledge model defining semantics is intrinsic within the design agent creating the set of reactive agents. Thus the semantics of the reactive interaction is no longer explicitly available from the interacting agents, but must be provided by the design agent to any other designer of a new reactive agent that it is desired to be compatible with. An analysis of the semantics of interacting reactive agents requires an understanding of the design model used to create each reactive agent and the behaviors associated with the set of sense/respond events for each reactive agent. To the extent that the sense/respond behaviors are similar for similar events than the semantics of the reactive agent interaction are compatible. Communication network protocols are excellent examples of this kind of reactive agent interaction, where each reactive agent implements the same state machines defining the interating protocols, e.g., their behaviors are the same for the same situation and internal state. 
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Figure 9. Semantic Interaction between Cognitive Agents (CA-CA)
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Figure 10. Hybrid Semantic Interactions between Cognitive and Reactive Agents (CA-RA)
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Figure 11. Reactive Agent to Reactive Agent Interactions (RA-RA)
Each of these these three interactions have the following semantic characteristics.

	Interaction Type
	Context
	Domain Knowledge
	Interaction Semantic Language and Interaction Intention

	Cognitive with high level of semantics (CA-CA)
	Each agent may be in different COIs, the same COI but with different roles, have different capabilties, have different assumptions about requirements for interaction, and may have other context assumptions constraining any interaction.

For human agents the context is part of the overall organizational and social model, while for technology agents, the context may be implicit by design or explicit through context models for interpreting domain knowledge.
	Domain Models in each agent contain overall knowledge that is used to guide the behavior of the agent and to interpret the meaning of interactions. Its internal knowledge is typically updated through interactions with the environment, including other agents.
	The set of intentions supported by each agent may be somewhat different, but for those that are similarly supported than semantic interpretation of the intent can be consistent wtihin a certain context.  

The language used for knowledge sharing types of interactions between Cognitive agents are interpreted by each agent according to its internal knowledge model. The communications associated with the interactions must have a close semantic relationship to the langauge used to represent knowledge in the internal model. The laanguage does not have to be the same, but it should be semantically translatable to the model.

	Hybrid (CA-RA)
	Similar to the CA-CA context except that the RA will not have the potential for explicit context models, RA designs will have implicit context by design. 
	CA has domain knowledge model and translates the RA stimulus response communications to concepts contained within its knowledge model. Cognitive agent behavior is not dictated by the knowledge model, but rather is used by the agent for determining its actions. Conversely the RA has only a simple set of definitions mapping interface stimulus messages to its response behavior model.
	A Cognitive agent translates the stimulus/ language used ty the reactive agent o expressions consistent with its internal domain knowledge model, while the reactive agent only understands the language of the set of stimulus response messsages.

	Reactive (RA-RA)
	The contex is completely defined implicitly by design assumptions. 
	Each RA can only respond to its finite set of signals and messages at the interface. There is inherent knowledge other than behavior.
	The interaction is limited to the set of signals and messages that each RA can respond to.


Table 2. Semantic Interactions between Cognitive and Reactive Designs
1.1.1.1.8 Semantic Interaction Definition
A model, Figure 12, defines semantic interaction based on the following concepts:
· Context – defines the relevant knowledge required for a specific situation and purpose from an interacting network entity’s perspective and also defines the characteristics of the context itself. 
· Domain Knowledge – defines a finite set of concepts, relationships, and properties within a domain of discourse, usually including the grammar, domain dependent and independent vocabulary, real world referents for domain vocabulary, rules of inference, and a unifying semantic model
· Interaction Intention Type- defines the intentional nature of the interaction and the conditions of satisfaction, where the conditions of satisfaction determine whether the interaction is satisfied by mapping knowledge to the described domain, or whether the interaction is satisfied by actions taken by the entities, etc.
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Figure 12. Semantic Interaction between Networked Entities
It is reasonable to expect that networked entities may have multiple types of semantic interactions where the domain of knowledge associated with the interaction, the particular situational context constraining the semantic interpretation, and the type of interaction vary. By this we mean that the elements of a semantic interaction, e.g.,  particular context, domain knowledge, and interaction type must be compatible for a successful semantic interaction between interacting entities. The equation below defines a successful semantic interaction between two interacting entities, A and B.
Eq I. S(A,B) = {(ca,cb), (da,db), (ia,ib) (ca ( cb, da ( db, ia ( ib, (ca, da, ia) ( A, (cb, db, ib) ( B 
What this states is that a semantic interaction between A and B can only have its conditions satisfied if it is comprised of compatible Context, Domain, and Interaction types by each networked entity involved in the interaction; in this case A and B entities. The context of A in the interation must be compatible to the context of B in the interaction, the domain knowledge must be compatible, and the interaction type must be compatible. 
If each interacting entity has a different semantic model for a particular semantic interaction, e.g., one of the semantic interaction elements is not compatible, than the interacting entities have little chance for achieving a mutually consistent understanding of shared data. In some cases their semantic interaction models may overlap, providing an appearance of common understanding. This situation is actually more dangerous due to the possibility of reaching entirely different conclusions about the state of the world as a result of subtle differences in meaning about apparently similar concepts. Normally to reach a shared and consistent understanding of concepts, each interacting entity would have to know the purpose of the shared information, the domain of discourse, have similar understanding of concepts in a domain of discourse, have similar models of what is true in a domain, have common rules of grammar, have common representations of information, and have the means to communicate all of the above either explicitly, or through implicit assumptions by design and implementation. 

1.1.1.1.8.1 Domain Knowledge

Though the act of communications is the means by which entities share knowledge, it is usually the case that the entities refer to common definitions of a domain of knowledge when communicating to enable more concise and less verbose communications. With predefined meta definitions and models, entities need only communicate information using the same model to ensure consistent understanding. There are different levels of semantic expressivity in language and models and this bears on the level of semantic constency attainable.

The shared knowledge comprising concepts within a domain of discourse between communicating entities will be expressed in some syntactical and semantic form, comprising rules of grammar, concepts and a lexicon for that domain, and a model of the possible statements or expressions using these concepts in that domain. The dimension “Semantic Expressiveness” will identify different levels of implicit and explicit semantic representation that can exist between communicating entities, whether they be human or machine representations. 

1.1.1.1.8.2 Intention

In addition there is usually an intentional aspect associated with all interactions, e.g., share knowledge about the world, coordinate collaborative activities, express the importance or relevancy of the communications, declare a state of affairs exists. The intentional component of the communications informs the responder on how to interpret the content of the communications act, and in multi-agent systems this is usually represented in the form 
< intention> (<content>) 
where  intention is a key word identifying the type of communication act, providing a clue of how to interpret the content and the conditions of satisfaction for the communications act. Therefore a successful semantic communications act will entail understanding of the conditions of satisfaction of the intentional aspect of communications, and a shared understanding of the semantics of the content

Some major classifications of interaction intentions associated with the communication interaction are:

	Communicative Intent Speech Act Type
	Description

	Assertive speech act
	an agent shares knowledge about the world through informing act

	Directive act
	agent requests some action by another agent

	Commit speech act
	an agent commits to perform some action

	Expressive speech act
	agent expresses some internal state, e.g., thanking. Could be

	Confirming
	Agent confirms or denies a received proposition form another agent

	Declaration
	Effects some change in state of affairs, e.g., agent A is now off-line


Table 3. Intention Speech Act Classifications

With respect to the semantic interaction, this classification of the different interaction intentions provides another context for interpreting the content exchanged in the interaction and its intended effect.  
1.1.1.1.8.3 Context

It is also understood that it is possible for interacting entities to have different perspectives on their relevant domain knowledge for a variety of reasons. This may lead to situations where the semantics of communication are not entirely successful, e.g., the concepts shared in communications may be similar but defined from an entirely different community of interest context. A UAV may have its operating instructions shared by an training organization, while the same platform type may have its maintenance instructions defined and managed by a different organization. Though there is common knowledge between these communities, much of the knowledge that could be shared is not directly related to the purpose of the other community. Each community would have to understand the knowledge from the other communitiy’s perspective and its set of definitions.
1.1.1.1.9 Semantic Congruence of  Interactions
We defined previously as satisfaction criteria for a semantic interaction between interacting networked entities, a particular set of compatible context, domain knowledge and interaction types. Different interacting entities at any moment will share domain knowledge relevant to their context and particular intention within a semantic interaction. It is important to understand the role of context and domain in ensuring that the knowledge being exchanged is relevant to each interacting networked entity, as defined in the upper two layers of Figure 12. The context defines the knowledge necessary for a situation and entity’s purpose, while the domain knowledge defines the concepts and semantic model within a universe of discourse. Thus context is a metalevel model that refers to relevant domain knowledge from its perspective is illustrated in Figure 13. Interaction types further clarify the intent of the interaction, whether to share knowledge, request an action, seek proposals for collaboration, access a service, express a belief, etc. In multi agent systems, such as FIPA
 (Foundation for Intelligent Physical Agents) these communicative intentional speech acts have been defined with semantic specifications clarifying their intent and how the intention and content is to be interpreted. 
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Figure 13. Context and Domain Knowledge Mappings and Use of Interaction Intent Types
Note that a context definition may require knowledge from more than one domain, and also that domain knowledge definitions may be used by more than one context definition. Over time it is reasonable to expect that additional contexts will be defined for an existing set of domain knowledge between interacting entities as their purposes and capabilities evolve, and that the domain knowledge will also expand to support the increasing capabilities of interacting networked entities. A semantic interaction according to this model as defined in Eq I has a semantic definition for a context, domain, and interaction type. Different intention interactions may exchange the same domain knowledge expression, e.g., assert the domain expression to be true, assert the domain expression to be false, assert the domain expression have high relevance to a context, etc. The actual semantic interpretation of any domain or context expressions will be modified by the type of intentional interaction type as suggested above.
Domain knowledge defines specific concepts, relations, grammar, vocabulary, rules of inference, and a unifying model for a particular universe of discourse. Though the domain knowledge is usually defined to support one or more purposes by participants in the discourse, it is sometimes necessary that in order to achieve a particular purpose, an agent must have other knowledge not necessarily within its purvue and must then collaborate with other agents to discover and acquire this knowledge. In addition other context aspects such as different environmental situations, changing business rules for an organization, changing organizational structures, different missions, and many other aspects may be relevant to defining what knowledge is appropriate for a particular semantic interaction; this level of variability can be captured by a higher metalevel definitions of context that refers to relevant domain knowledge and interprets it within a specific contextual perspective and purpose. For example a domain knowledge definition might define the characteristics of specific types of insurance services and contracts, while different context models may refer to relevant knowledge in this domain from the perspective of an insurance customer, an insurance industry regulator, and an insurance service provider. In each of these cases the context may also refer to other knowledge domains, e.g., the insurance regulator context may also refer to state statutes regulating the insurance industry in that state.
1.1.1.1.9.1 Semantic Consistency 
With respect to semantic congruence, it is the compatability and mutually consistent logical deductions made by each interacting entity on the meaning of the exchanged knowledge that determines the level of congruence. If each interacting entity is using compatible context and domain knowledge and also using compatible intention models than the semantics of the interaction can be assured, but if the combined context and domain knowledge and intention semantic models are not mutually consistent than the semantic interactions and subsequent deductions by the interacting entities on this shared knowledge will not be consistent. The intention models used here define the type of semantic interaction according to speech acts, and as such do not modify or constrain the doamin and context models, but rather are means to index to the appropriate models. 
With respect to domain knowledge models it is somewhat easy to determine the possibilities of semantic congruence based on the set theoretic relationships between the concepts of the relevant domain knowledge models referenced by each interacting entity. In contrast where each interacting entity has a defined context identifying the knowledge appropriate for its purpose and a particular situation, semantic compatability still follows the definition that each interacting entity should not make mutually inconsistent deductions regarding its shared domain knowledge, but may make different deductions within a context model relative to its purpose based on the relevant domain knowledge. By this we mean that it is possible for interacting entities to make different deductions within its context model, but still require consistency within the domain knowledge. In the case where an entity’s context is dependent upon the context deductions of other entity, than we have a situation where the joint context knowledge is used to create common knowledge which is consistent. 
1.1.1.1.9.2 Semantic Dependency - Context and Domain Knowledge 
Since the set of context and domain and intention knowledge models known and understood by an interacting network entity defines in total the knowledge it uses for its purpose and role, we can define the following possible general semantic compatability or congruence patterns. The semantic interoperability patterns will be described by four set theoretic relationships, e.g., disjoint, overlapping, subset, and equivalent. With each of four possibilities for context and domain models, we have a total of 4 x 4 =16 possible individual patterns, of which there are four major pattern types as defined by the semantic dependency between the context and domain knowledge of the interacting entities, per Table 4. Of course when there are more than two interacting entities, there may be different congurence patterns for each pair for a specific semantic interaction, possibly resulting in incompatible semantic interoperation and inconsistent common knowledge, potentially resulting in errors by applications. Joint consistent knowledge is one of the  reasons for networking and incompatibilities of semantic congruence may cause problems depending on the need for consistent knowledge across the interacting entities. 
	Congruence Pattern
	Context
	Domain
	Semantic Consistency

	Dependent Context Models, Dependent Domain Model, Dependent Intention Model
	(
	(
	Semantic consistency dependent entirely on deductions made both by the Context, Domain and Intention knowledge models used by each interacting entity. All of the context and domain models have to be compatible to ensure consistency. The intention model is used to partition the exchanges used The context and domain models each could have relationships to each other of overlap, subset, and equivalents. 

	Dependent Context Model, Independent Domain Model
	(
	X
	Dependent on consistent context models with either overlap, subset or equivalence relationships, but is not dependent on consistency of shared domain knowledge models. This is an unusual domain model since we are saying that the domain models are disjoint and not related to each other during the interaction, while knowledge is shared concerning the context. One example would exist when the interacting entities are initially involved in dynamic team formation and only need to determine their respective capabilities, roles, etc.

	Independent Context Model, Dependent Domain Model
	X
	(
	Only dependent on consistency relationships between domain models and any of the relationship of subset, overlap and equivalence may hold. The context models are typically disjoint. This is another unusual semantic interaction pattern that might exist in closed networks where context definitons are implicit and the set of interacting entities are bound at implementation and/or design time. Another example occurs when the interacting entities have entirely different contexts, e.g., the insurance regulator and the insurance customer in the case of context, where there are deductions on some common knowledge but their interactions are not reasonable due to the different purposes and uses of the domain knowledge, e.g., additional deductions may be inferred that are not contained in each other’s context model.

	Independent Context Model, Independent Domain Model
	X
	X
	Not semantically interoperable, e.g., the context and domain models are each disjoint and thus there can be no semantic interaction between the networked entiteis.


Table 4. Semantic Congruence Patterns for Interacting Network Entities
Note: 

X ( don’t care

( ( dependent

1.1.1.1.9.3 Semantic Pattern Relationships

The following semantic dependency relationship are further defined below, and are used as described above to relate the context models and the domain models of interacting entities with each other. The relationship between a specific context and set of domain model are self-contained within the context models themselves, while the compatability of the context and domain models used by each agent  have the following relations. If there are classifications of types of interactions according to intent, than we need to also identify the relations between the intention classifications using the definitions as follows.
IE = { } set of interacting networked entities

C = {c0, c1, c2, …, ci}  set of context models

D = {d0, d1, d2, …, dk} set of domain models 

I = {i0, i1, i2, …, il} set of intention models

R ( { dis, ove, sub, equ} set of pattern relationship types where

Disjoint relation

dis ( {Ai | 
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Disjoint: The knowledge understood by the interacting entities are entirely separate and unique. The concepts understood by entity A are defined in domain D1, and are not understood by communicating entity B, and likewise the concepts of communicating entity B, D2, are not understood by communicating entity A. They are totally disjoint from each other. Each communicating entity, in order to understand what was given to it by the other entity would have to understand the other entities domain knowledge and model. This would require that A(D1, D2) and B(D1, D2), each understanding its own domain and the other entity’s domain. Transformation is not possible here due to the differences in domain knowledge.

Figure 14. Disjoint Semantic Relation Pattern
Overlapping Domains: The domains of knowledge understood by the communicating entities are partially separate and partially commo, in some parlance called partially disjoint. What this implies is that there are some concepts that are mutually understood and other concepts that are not mutually understood. 
Figure 15. Overlap Semantic Relation Pattern
Clearly in this situation partial shared and consistent understanding within a domain is possible. For example if Entity A has knowledge of a vehicle’s maintenance concepts in its domain D1, while Entity B has knowledge of the same vehicle’s operation instructions, and if both Entities have shared knowledge of the some of the consituent parts of the vehicle they could share and understand knowledge about the consituent parts but not understand each others knowledge about maintenance and operation respectively. If instead both entities understood maintenance concepts, but had knowledge about maintenance of different vehicles, than some of their concepts may have similar understanding, e.g., maintenance state, but other concepts would be different, e.g., ‘engine’ versus ‘door’. 
Subset Domains:In this case the domains of knowledge understood by one of the communicating entities is a subset of the domain of another entity. In the model below all of the knowledge of entity B, D2, is understood by entity A, but only some of the knowledge understood by entity A is understood by entity B. We say that D2 is a subset of D1. In this case we have asymmetric semantic understanding. Another perspective is to consider that the superset has additional knowledge supporting more detail than the subset. In this case we might expect that D1 is a refinement of D2, which is more general.
Figure 16. Subset Semantic Relation Pattern
Equivalent Domains: Domain knowledge shared between communicating entities is exactly equivalent, every concept in domain D1 is covered by a similar concept in domain D2, and vice versa. 

Figure 17. Equivalent Semantic Relation Pattern
In this case there is full semantic consistency of shared understanding either due to the fact that the concepts in the domains each entity understands are exactly equivalent, or have been made equivalent through some form of transformation. In the former D1 = D2, while in the latter D1 ( D2. The only possibility left for for misunderstanding is that context of the use of the knowledge in each domain by each communicating entity. Understanding the context of the other entity regarding its perspective on the domain of knowledge and its purpose for sharing, can influence the certain aspects of the semantic interpretation by each entity, e.g., the granularity of the knowledge, the timeliness, the accuracy, and the relevant facts of the domain for the purpose and role of the entity. For example each communicating entity may share the same domain of knowledge, but only require certain knowledge out of this domain for its purpose.
Semantic Congruence Relations Application

These concepts can be used to identify their semantic congruence compatibility relations between the set of context and domain knowledge models or specifications for each semantic interaction type and the interaction type definitions, whether human or technology. The semantic congruence values are ordered with increasing consistency of semantic interpretation between the interacting entities, e.g., (dis, ove, sub, equ) where eq represents the highest level of semantic compatibility and dis represents the lowest level of compatibility.
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Figure 18. Semantic Congruence of Context and Domain Interactions
1.1.1.2 Semantic Congruence Analysis
With the preceeding discussion and definitions it is now possible to characterize semantic compatibility of network interactions. It may be the case that some interactions are semantically compatible and others are not, and it is these areas that would require focused effort to determine what mediation would enable the desired semantic interoperability. This level of characterization is more important than some subjective score that provides no meaningful information for correction, or for causal non-interoperability. The following process is recommended to reasonably describe the semantic interoperability of networked enties, regardless of the type of entity. The interacting entities could be human or technical, e.g., clients of web services, application software, data exchange protocols, message protocols, overall system interfaces, network protocols, data structure specifications, human organizations, communities of interest, individuals with a specific role, etc. 


Figure 19. Semantic Congruence Characterization Method
1.1.2 Semantic Expressiveness

Semantic interoperability involves interactions where it is desired to have “mutual and shared common understanding” reached by the collaborating agents where decisions or actions are taken based on the mutual interpretation of communications and shared information. Significant research has been conducted over the past decades, to gain a better underestanding of how humans communicate, use language, create knowledge about the world, classify concepts, and use pragmatics to effect an intended result using communicative speech acts. This work has led to a realization that semantic definitions can be integrated into networked technology designs and implementations. The underlying concepts for Network Centric Operations has recognized this criteria for consistency of interpretation of the meaning of shared data (Semantic Interoperability) and communications in networked interactions, while the W3C Semantic Web initiative has evolved standards and lanaguages to integrate semantic definitions (metadata) in web services and web page concent. 
Fundamental to all of this is the requirement to reach a common understanding of the meaning of the information represented in some language and domain of discourse; now referred to as knowledge representation and practiced in knowledge engineering
. In this section we are concerned with characterizing the expressiveness of the semantic representation of the interaction and models used for interpreting exchanged information, rather than comparing the domain of concepts that each agent can understand, as previously discussed. 
Language Standards for Domain Semantic Knowledge

In the past WWW designs and implementations, the previously defined elements for a semantic interaction, {context, domain, intent} have not been defined in computer interpretable languages; while in the emerging Semantic Web, the domain knowledge element is being semanticized through the use of ontology languages such as RDF and OWL. Neither context nor interaction intent languages have yet been standardized by the WWW. 
Language Standards for Intent Communications Semantic Knowledge

Yet the IEEE Computer Society has adopted the FIPA
 set of standards, which includes the semantics for Agent Communication Language (ACL), the equivalent for defining the semantics for the intentional interaction type. 
Language Standards for Context Semantic Knowledge

There are no current context standards, but there are efforts to define context theories and knowledge models that will enable domain knowledge mediation and logical deductions across multiple domain models. Examples include the OpenURL
 effort for Context Sensitive Services,  the W3C Web Content Accessibiity Guidelines 1.0, 
 where users may be operating in different contexts, e.g., 

“For those unfamiliar with accessibility issues pertaining to Web page design, consider that many users may be operating in contexts very different from your own:

· They may not be able to see, hear, move, or may not be able to process some types of information easily or at all. 

· They may have difficulty reading or comprehending text. 

· They may not have or be able to use a keyboard or mouse. 

· They may have a text-only screen, a small screen, or a slow Internet connection. 

· They may not speak or understand fluently the language in which the document is written. 

· They may be in a situation where their eyes, ears, or hands are busy or interfered with (e.g., driving to work, working in a loud environment, etc.). 

· They may have an early version of a browser, a different browser entirely, a voice browser, or a different operating system. “
This certainly defines context from a user perspective, and web design should take this context into account. To enable consistent use of semantic web data this context metadata and knowledge must be shared to enable context sensitive web accessability.

Other examples of context knowledge is used in highway planning in California as evidenced by their Director’s Policy
 “Context sensitive solutions meet transportation goals in harmony with community goals and natural environments. They require careful, imaginative, and early planning, and continuous community involvement.” So context is also used by organizations to provide flexibility to adapt to different situations. 

1.1.2.1.1 Limitations of Simple XML Metadata Efforts

The problem of defining consistent labels for exchanging data elements was solved by the XML
 standard, and it was hoped that this would enable more open networks able to share data elements with each other, e.g., invoices, purchase orders, patient records, etc. 

Commercial organizations, enterprises, and consortiums were formed to predefine XML data schemas with semantic definitions agreed to by the consortium members. The approach revolved around sharing metadata elements using XML metadata syntax. It was quickly discovered that XML was not sufficient, since the semantic definitions for XML data elements were still in document form, and not explicitly represented in the system or metadata, nor shared between systems, resulting in opportunities for error in semantic interpretations by different organizations. Though having a shared common syntax for data elements based on XML did help to ensure common labels for data elements and attributes, it did not constrain the networking elements as to the shared meaning within a model for the data elements. Even schemas with defined taxonomies and structural conceptual models were not sufficient, though aiding the design engineers, it did not provide a means for sharing explicit semantic representations between systems. 
1.1.2.1.2 Knowledge Representation for Meta Network Architecture Semantic Layers of Abstraction  
In technology mediated semantics, especially networks, there are layers of semantic abstractions, Figure 20, each layer having their own semantic definitions appropriate to its purpose. 

[image: image14] 

Figure 20. Meta Architecture of Semantic Abstraction Layers and Semantic Expressiveness 
In this meta architecture model for semantic domains of knowledge for networking solutions, there are historical forms of representation that are used to specify, model, design, and describe solutions at each layer. There are different model representations that attempt to provide an overall integration of all of these layers and the functional dependencies between the elements across these layers, e.g., UML, and DoDAF, while other model representations focus on a particular problem area, e.g., performance queuing models, reliability models, database models, metadata models, semantic web OWL ontology models, etc. Currently there are no integrated models that provide the capability to link and associate all of the semantic metadata dependencies. This has led to problems for ensuring semantic consistency with models.

Typically the semantics associated with a particular form of representation for a particular domain within a layer is well understood in an engineering community, e.g., protocol specifications and use of finite automata (State machines) to represent the context dependent interaction sequence between peers. The form of representation for the design problem may be quite specialized, e.g., M/M/s network queuing models for performance characterization under exponential arrival offered traffic situations; thus reducing the size of the community able to understand the representation. For example the above protocol interaction model could be defined at a higher level of services description that the set of peer to peer interactions support, e.g., “sequenced packet data”, etc. 
Using a common language and semantic model for each layer of the multi level meta architecture enables other agents to use this knowledge when creating or understanding dependencies between elements. 

1.1.2.1.2.1 Characterizing the Meta Architecture

For purposes of characterization it is sufficient to identify the meta architecture layer of interest, the aspects that are characterized, and the general form of description. See Figure 20.

Major Domain Category:  Operations, Network, System, Technology

Domain of Interest: Operations {Community of Interest, User Operations, …), Network (…}, System (…), Technology (…)

Form of Description: Operations (Role, Goals, Use cases, workflow, operations, COI domain knowledge, capability, status, …), Network (…), System (…), Technology(…)

The following defines some of the types of semantic representations that can be used to define and describe the semantics of the above meta architecture networking model.
1.1.2.1.3 Types of Semantic Representations

A conceptual model for identifying different levels of semantic expressiveness, Figure 21, is defined with higher levels representing more semantically expressive computer interpretable models and definitions, while lower levels have less expressivity to represent the knowledge available for computer interpretation and may only exist in documents and specifications. Each level of semantic expressiveness may have different languages and standards with different syntactical and semantical expressivity, though it would be better to utilize one standard.

[image: image15]
Figure 21. Categories of Semantic Expressiveness
Each level’s semantic expressiveness capability is described in the following table.

	Semantic Level
	Description

	Semantic Web
	The Semantic Web is a project that intends to create a universal medium for information exchange by giving meaning (semantics), in a manner understandable by machines, to the content of documents on the Web. Currently under the direction of the Web's creator, Tim Berners-Lee of the World Wide Web Consortium, the Semantic Web extends the World Wide Web through the use of standards, markup languages and related processing tools.
The Semantic Web is comprised of the standards and tools of XML, XML Schema, RDF, RDF Schema and OWL. The OWL Web Ontology Language Overview describes the function and relationship of each of these components of the Semantic Web:

· XML provides a surface syntax for structured documents, but imposes no semantic constraints on the meaning of these documents. 

· XML Schema is a language for restricting the structure of XML documents. 

· RDF is a simple data model for referring to objects ("resources") and how they are related. An RDF-based model can be represented in XML syntax. 

· RDF Schema is a vocabulary for describing properties and classes of RDF resources, with a semantics for generalization-hierarchies of such properties and classes. 

· OWL adds more vocabulary for describing properties and classes: among others, relations between classes (e.g. disjointness), cardinality (e.g. "exactly one"), equality, richer typing of properties, and characteristics of properties (e.g. symmetry), and enumerated classes. 

	Context
	Context in the knowledge representation sense provides an  refined, perspective of relevant domain knowledge for a specific context situationand purpose. Other definitons of context 
as considered here include 
“In communications and linguistics, context is the meaning of a message (such as a sentence), its relationship to other parts of the message (such as a book), the environment in which the communication occurred, and any perceptions which may be associated with the communication. In other words, context is a "frame" through which we view a message.

In computer science, context is the circumstances under which a device is being used, e.g. the current occupation of the user. (see also context awareness, context switch). 

In Artificial Intelligence, context is very much related to it's properties in communications, linguistics and philosophy. Research is being performed about how these aspects can be modeled in computer systems (e.g. logic-based) for use in automated reasoning.”


	Upper Ontology
	The IEEE’s web site for Standard Upper Ontology
, (SUO) provides the following definition of an upper ontology. “An upper ontology is limited to concepts that are meta, generic, abstract and philosophical, and therefore are general enough to address (at a high level) a broad range of domain areas. Concepts specific to given domains will not be included; however, this standard will provide a structure and a set of general concepts upon which domain ontologies (e.g. medical, financial, engineering, etc.) could be constructed.”

	Domain Ontology
	A computer representation of the concepts, their properties, their relationships to each other, any logical constraints on set membership, domain schema vocabulary, and integrated model comprising the above with rules of inference for a specific domain of knowledge. Typically the level of granularity, scope of concepts, and the set of facts that can be stated or inferred are guided by the purpose of the domain ontology. Multiple ontologies may be created for the same domain or a subset of a domain for a variety of reasons, resulting in possible smeantic mediation problems when sharing facts from somewhat equivalent domain ontologies.  The RDF/OWL languages is the W3C standard for expressing an ontology and the facts within a knowledge base consistent with a domain ontology.

	Database Model
	Wikipedia
 reference: “The central concept of a database is that of a collection of records, or pieces of knowledge. Typically, for a given database, there is a structural description of the type of facts held in that database: this description is known as a schema. The schema describes the objects that are represented in the database, and the relationships among them. There are a number of different ways of organizing a schema, that is, of modelling the database structure: these are known as database models (or data models). The model in most common use today is the relational model, which in layman's terms represents all information in the form of multiple related tables each consisting of rows and columns (the true definition uses mathematical terminology). This model represents relationships by the use of values common to more than one table. Other models such as the hierarchical model and the network model use a more explicit representation of relationships.”



	Taxonomy
	A hierarchical structure of the classification of things or concepts. A schema that is structured in a hierarchical fashion now becomes a taxonomy.

	Domain Metadata Schemas
	Typically defines a vocabulary and a syntactical structure for each data element representing a set of concepts within a domain of interest and a narrative descritpion for the semantic defintions of each vocabulary element within the domain. An excellent example is the XML Schema
, “An XML schema is a description of a type of XML document, typically expressed in terms of constraints on the structure and content of documents of that type, above and beyond the basic syntax constraints imposed by XML itself. An XML schema provides a view of the document type at a relatively high level of abstraction.”

	Syntactical metadata
	Typically metadata describing some data structure. XML metadata is an excellent example of this form of representation, where data elements are bracketed [Temp <temp value> /Temp]. When presented with a message or document or data record with the data values bracketed by the metadata labels it facilitates the reference to the semantic meaning of the data value within some narrative ina specification. In communities of interest where significant effort was expended to reach agreement on the XML metadata syntacical data structure and the semantic definition in narrative, hope was generated to facilitate cosistent semantic interperetation of exchanged data values. Yet! It is easily seen that semantic interperetation of the meaning of the data values is contingent on raching agreement, and in interpreting the semantic definitions in specifications. It is only a syntactical structural definition with implied semantics derived from the specification narrative.

	Data Objects
	Data objects are a newer form of representation, where multiple data elements are associated with qualities of an object. In object oriented data models, the labels of the object qualities are associated together in a syntactical structural definition, e.g., a table of a relational data based where each record represents a unique object with various qualities expressed as the fields of the record. Data objects have no semantics deinfed except in the narrative of the specification. It is only a syntactical structural definition with implied semantics derived from the specification narrative. 

	Data Elements
	Data elements are typically defined as elements of a larger structure, e.g, object, message, data record, etc. They typically have their syntax defined within document specifications, as well as a narrative defining the intended meaning of each data element. For example a “Temp” data element may have a specification defining that it is the 4th 8 bit word in a message content structure, or a field definition in a database table. The specification will also typically indicate the data value  type used to represent the content of the data element, integer, decimal, etc. The semantics of the data element will typically define whether it represents the ambient temperature, temperature of a physical object, etc. It is only a syntactical structural definition with implied semantics derived from the specification narrative.

	Raw Signals
	Raw signals have no metadata. They are typically in some physical form, e.g.,  as electical signals, etc., and  have been classified in the OSI model at the physical layer. The semantics of the signal is typically defined in documents, standards or specifications and may have meaning identified at multiple layers of the meta architecture model, Figure 20. 


Table 5. Definitions of Levels of Semantic Expressiveness
The extreme bottom levels, Table 5, have no explicit semantics visible to the observer of the raw signal; all the semantic meaning would have to be discovered by reading documents of various forms describing the meaning of the signal. Interestingly this can get quite complex if the observer is a design engineer or technician with knowledge of modern modulation and encoding schemes. 

Semantic Expressive Example

An example of increasing semantic meaning applied to something as simple as a 0-12vdc signal is described here.

· For example a signal on a lead may have a specification constraining its value within a range of +12Vdc to 0Vdc, 
· while the next level of semantics might indicate that this signal represents a data element comprising a continuous or set of discrete values in this range,
· the next level of semantics might specify that these value represent a property of a data object, eg., the height of some liquid in a vessel, 
· while additional metadata might specify that object is a fuel storage container, 
· while a domain schema might specify the vocabulary elements ‘height’, ‘fueltank’, ‘vehicle’, 
· while additional semantics might structure some of the schema elements in a hierarchical taxonomy, e.g., fueltank ( storage tank, 
· while additional semantics migh indicate that the ‘height’ is a field value in a database table definition for fueltanks, 
· while a domain ontology might define all of the elements of a vechicle and the related properties of each vehicle element and their effects on other vehicle elements, such as ‘emptytank’ equivalent to ‘0Vdc’ infers engine ‘non-operation’, etc.

·   Additional semantics such as context would define the use and purpose of this data, such as indicating flight status and travel range.
· Additional semantic elements, such as directories linking domain semantic ontologies in the Semantic Web to compatible web sites, would enable multiple web sites with this information to represent semantic information about their vehicles and fuel states consistent with domain ontology.  Making all of this semantics explicit and available to a network of interacting entities would enable this raw signal and all of its meaning to be available to others in a Semantic Web sense. 
As can be seen from this very simple example, moving up the semantic expressiveness level ensures greater confidence in achieving  mutual consistent understanding of the meaning of exchanged information. 
1.1.2.1.4 Representative Standards for  Semantic Expressiveness Categories
Typical standards and concepts used for some of these levels of semantic expressiveness are illustrated in Figure 22. Each of these levels may be used to represent the level of semantic expressiveness for the Semantic Congruence analysis described previously, Section “Semantic Congruence

 REF _Ref126564292 \w \h 
1.1.1.2”. Thus semantic interoperability not only depends on the compatibility of the context, domain, and interaction types, but also on the level of semantic expressiveness used by each interacting entity to represent knowledge in these three areas. 

For example there may be a situation where the domain knowledge is compatible between two interacting entities, but they utilize different levels of semantic representation; e.g., one uses a simple XML metadata defined element, while the other utilizes a full domain OWL described ontology. In this situation we have the potential for correct semantic interoperability, but the danger is that the semantics used by the XML associated entity is subtly different than the semantics of the OWL ontology using entity. Work would have to be done to ensure that the semantics are compatible by reading the intent of the XML defined data elements, and then determining if a mediation function could transform the XML syntax and implicit semantics to the OWL syntax and explicit semantic model. 

Figure 22. Examples of standards used for different levels of semantic expressiveness

1.1.2.1.5 Semantic Expressiveness Relations
Given that the concepts in the analysis of semantic congruence are similar or compatible, than what is left is to compare the representation themselves from a semantic perspective, not a syntactical perspective. If the two semantic representation levels are in the implicit region than the work can be quite substantial and problematic with a highly probable non-semantic interoperability result. If they both are in the explicit region than the work for mediation is feasible. If the two forms of semantic representation cross the explicit and implicit representation boundaries than it is generally feasible to achieve semantic interoperability by matching the lower level representation to the higher level. The semantic representation compatibility rules are:  

[image: image16]
Figure 23. Semantic Expressiveness Compatibility Rules
1.1.2.2 Semantic Expressiveness Analysis

[image: image17]
Figure 24. Semantic Expressiveness Analysis Process
Though the above semantic expressiveness analysis is applied to the Figure 20. Meta Architecture of Semantic Abstraction Layers and Semantic Expressiveness, it can also be applied to any informational aspect being analyzed for semantic congruence, Figure 19. Semantic Congruence Characterization Method. 
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(1) Semantic Interaction Technology Mediation Patterns
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(3) Global versus Specialization
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(4) Explicit/Implicit Semantics





� REF _Ref125972542 \h ��Figure 7� {Explicit human semantics defs, implicit human semantic defs, explicit technology interactions semantics, implicit technology interactions semantics}





(5) Explicit/Implicit Dev Lifecycle
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(8) Context, Domain Knowledge Semantic Congruence Dependency  Patterns 
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(7) Intention Interaction Act Types





(9) Semantic Pattern Relationships
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(2) Meta Networking Architecture Layers of Semantic Abstraction
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(1) Meta Architecture Semantic Level





� REF _Ref126567348 \h ��Figure 20. Meta Architecture of Semantic Abstraction Layers and Semantic Expressiveness� {Operations, Network, System, Technology}





(2) Semantic Representation Category
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(3) Semantic Representation Category Standard Used





� REF _Ref126567600 \h ��Figure 22. Examples of standards used for different levels of semantic expressiveness� {Physical, Native, XML, RDF, OWL, SUO, etc.}
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