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Net-Ready Key Performance Parameter (NR-KPP) matrix

Rather than an onerous milestone on a traditional system delivery pipeline, NR-KPP is flexible engineering implementation guidance mutually agreed by operational customer, developer, and tester.  NR-KPP aims to accelerate innovation and to reward use and re-use of valuable capabilities in order to achieve continuous improvement.  The NR-KPP process includes mission-model based verification and validation in pre-deployment simulations, as well as via post-deployment audit of actually demonstrated operational performance.  Accordingly, each successfully demonstrated NR-KPP will objectively document an increment of netcentric capability improvement. The continuing body of NR-KPP documentation will feed a DoD-wide dashboard of indicators that track progress toward decreasing basic infrastructure costs, and re-capitalizing the savings in innovative information processing.   

The rows of the matrix identify the category of netcentric functionality to be evaluated, together with the enterprise goals associated with that category.  The columns of the matrix correspond to categories of behavior required to achieve the goals.  Individual cells match specific behavioral requirements to achieve enterprise goals.   
	
	A. Innovate Business Process 
	B. Reward re-use of valuable capabilities
	C. Demonstrate continual improvement 



	1. Information Assurance = Dynamically balanced reward vs. risk flow of information! 

(a) Enhance ability to share information across domains. 
(b) Preserve privacy. 

(c) Protect network infrastructure. 

	(1) Demonstrate risk vs. reward trade-offs.  Address preference to share in context with desire to protect information and network infrastructure 

(2) Provide dynamic policy rules that govern situational need to know vs. need to share.

(3) Demonstrate supports flexible/dynamic cyber operations and defense 

 
	(1) Demonstrate ability to bind with, and preferably enhance, enterprise Security and Sharing Service (S3).  (Note that proprietary and/or stand-alone security tools are insufficient for NR-KPP certification.)

(2) Find and make useful emerging tools for selective sharing v. protection of information (See NRL XML-markup technology from VTP recently approved by DISA)

(3) Provide for common model for cyber operations-defense with national & international partners

(4) Demonstrate ability to use S3 to accelerate delivery of ready to use information processing components.
	(1) Document Engineering Assurance Level (EAL) required and achieved.

(2)  Document cost incurred by use of S3 vs. risks incurred by the lack of use of S3
(3) Document acceptable vs. tested latency introduced by S3 vs. risks incurred by the lack of use of S3. Verify via post-deployment audit. 

(4) Perform and report post-deployment audit of cross-domain information exchange.

(a) Report unintended disclosures and associated damage, mission failures related to unshared information, latency associated with sharing across domains 
(b) Report change in cross-domain traffic volume



	2. Service-Oriented Architecture = Increased agility through accessibility, usability, and affordability!
(a) Accelerate delivery  of enhanced cross-domain information processing capability 

(b) Decrease cost of computer network infrastructure

(c) Enable innovative on-line on-the-fly composition of  C4 capability


	(1) Provide systems engineering perspective and business process analysis that identifies trade offs and optimization strategy to develop a workable framework for agile, interoperable components that’s easy to employ with predictable desired results.  

(a) Address economic and operational considerations.  

(b) Include capability gap analysis and strategies to close gaps via adapt, buy, and create.  

(c) Assess degree of technological risk vs. reward.


	(1) Provide implementation guidance.  

(a) Map to GIG Enterprise Service reference model, demonstrating use of applicable technology standards in context with an open architectural framework to optimize work flows of interest. 
(b) Define appropriate service level agreements (SLA’s) around network reliability, security, and performance requirements.
(2) Provide tools, measurement, and instruments that assess workability of components and effectiveness of processes implemented using them


	(1) Quantify any specific efficiency and/or cost avoidance targeted.  Perform and report post deployment audit.

(2)  Identify re-used components

(3) Identify developmental collaborators 

(4) Identify re-use potential

(5) Perform pre-deployment test and post deployment audit of  SLAs re: 

(a) Transactional latency 

(b) Service availability

(c) Service reliability
             (d) Service reusability

(e) Service certifiability
(f) Service cost


	3. Data Strategy = Valuable information at the right time!

(a) Enhance value per bit exchanged.

(b) Broker discovery of information sources.

(c) Create feedback loop that grows a C4 ontology. 


	(1) Define targeted mission outcomes, i.e. surgical “effects,” desired for reference implementation.

(2) Define critical conditions of interest for important work flows. 

(3) Develop vocabulary and expressions (i.e., the pragmatic ontology) to detect and enable critical effects. 

(4) Model existing work flows as first step toward improving them. Include service capability fielding work flows


	(1) Describe key processes and related time-critical information processes, to reveal needed ontology support

(2)  Document search for, and make appropriate use of, appropriate existing ontologies and data models.  

(3) Register and cross-reference meta-data that support the identified vocabulary and conditions of interest.

(4) Define SLAs for data exchange around netcentric productivity targets.   I.e. define maximum acceptable levels of un-processed and/or un-applied bits in the operational pipeline, or equivalently define minimum acceptable levels of processor time available to deal with emergent threat and opportunity. 
	(1) Use mission model(s) applied in appropriate simulations, per 4.C., to test against data exchange SLAs and measure 3a, 3b, 3c.
(2) Use government and commercial acquisition models, per 4.A. (2), to demonstrate and validate fielding processes.


	4. Mission Effectiveness = Information dominance!
(a) Enable better decisions faster.

(b) Achieve asymmetric tactical advantage.

(c) Leverage economy of scale.  


	(1) Develop specific mission model, i.e. decompose the OODA loop, supply chain, or planning cycles of interest into discrete events, per 3.A.  
(2) Engage operators, developers, and testers to define a feed back loop and continuously refine mission model and metrics.

(3) Capture changes to policy, doctrine, tactics, techniques, and/or procedures required to enable new capability. 
	(1) Abstract specific mission model(s) into generic component parts.  

(2) Document search for, and use of, any existing compatible mission models.  

(3) Cross reference results. 
	(1) Use mission model(s) applied in appropriate simulations to demonstrate improvements enabled by new capability: e.g. decreased duration of OODA loop; decreased inventory at rest; and/or faster iteration with broader participation in planning cycles.  

(2) Identify infrastructure cost avoidance associated with employment of service model.

(3) Perform post deployment audit to verify simulation results. 

(4) Roll out measurable increment of increased information capability in 90-180 day spirals. 


GIG Enterprise Service Oriented Architecture Reference Model (GESOA RM)
GESOA RM translates GIG policy into actionable engineering detail. It is a living document that will grow and morph as commercial standards change and reference implementations are fielded.  At this moment there are certainly gaps. (For example GESOA RM does not yet include address architectural modeling languages.)   The NR-KPP process will include a continuous feedback loop from developers, operators, and testers that refreshes and improves the GESOA RM.  Further, the NR-KPP process will maintain an open GIG-lite runtime repository of the growing inventory of net-ready service offerings.  Together, GIG-lite and GESOA RM will provide a self-help developers’ guide that will accelerate speed to net-ready capability.  
Success Criteria

· Support.   Will private industry support the proposed standards?  The premise of the NCES effort is that core enterprise services of the Department of Defense can be implemented using proven commercial technologies from the Internet and electronic business.  We queried a broad cross section of experts in these domains.  

· Sufficiency and Practicality.  Can high performance systems with excellent security and reliability be built with these standards?  We asked experts who have actually built multiple high performance SOA-based systems for private industry to comment on perceived gaps and overlaps.

· Sustainability.  Does the proposed list of standards lay a solid foundation for sustainable, manageable effort?  Or, will it die of bureaucracy and overhead?  We again looked at commercial best practice to compare, but we also critically examined the theory of SOA to determine potential strengths and weaknesses.
· Testability.  Can a SOA-based enterprise service which is based on these standards be efficiently tested and validated?  We examined the standards carefully to determine if technological solutions or industry best practices to deal with the testing issue could be supported.

XML Base Protocol Standards
To level-set our understanding of a SOA-based enterprise service, we begin by providing a graphical depiction of what we mean by a Service Oriented Architecture.  Briefly, a services approach to system design, implementation and provisioning is based on the following definitions:
Service – a coarse-grained (i.e. “moderately large”) business or technology capability unit with well defined interface boundaries that interacts with end users and other services through industry standard, message-based protocols.

SOA – Service Oriented Architecture – technical architectures based on event-driven collections of loosely-coupled software components which implement services.

SOE – Service Oriented Enterprise - An organization which uses the concept of a service to optimize its enterprise architecture.  A “service” orientation implies a layered architecture with support for a business processes layer, a service oriented application architecture (SOA) layer, a service oriented infrastructure (SOI) layer, and a service management layer.

SOI – Service Oriented Infrastructure – a virtualized “landing zone” for SOA solutions in which hardware, storage, security and network resources are virtualized and managed as a utility.

As part of establishing this definition we explicitly accept the standards for XML base protocols as essential elements in any mandatory list of SOA implementation standards.  The XML base protocols are SOAP, WSDL and UDDI.    The relationship and interaction among the XML base protocols are shown in the following diagram:
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Figure 1 --  XML Base Protocols
Benefits and Caveats of a Standards-Based Approach

Standards can define a common conceptual taxonomy for describing the problem space and encourage the use of modular, and thus re-usable and upgradeable solutions.  Unfortunately, dedication to standards alone does not guarantee success. Standards may be in flux, may be overly cumbersome, may be implemented differently by different vendors, and do not assure optimal performance, lowest cost of implementation, or efficient manageability.   Consider the following extremes:

· One best practice is to build an architectural layer of reusable implementation capabilities below the WS-* standard in order to more rapidly accommodate specification changes in the standard itself.  
· Standards bodies do not always achieve perceived improvements in successive versions, particularly when a standard becomes more complex.  In addition, once a critical mass of vendors has adopted a standard, there is often little business advantage to keeping up with changes.
In relation to the issue of updates and ever changing standards, consider the following:
· ebXML Registry is now a mature OASIS Standard and incorporates all the important trading-partner interaction standards such as OASIS Collaboration Protocol Profile Agreement (CPPA). It also enables the discovery of users and SOA Artifacts such as WSDLs and WS-Policy files. It should be listed alongside UDDI Registry.

· WS-Security has just gone to vote on Version 1.1. 

· While not currently being adopted for SOA Security functions, XrML is being evaluated for use to provide Content and Services rights management. It is also being looked at as a potential method of applying Policy rules to the use of Services and the data being served.

· The use of SOAP 1.1 should be re-evaluated relative to SOAP version 1.2.  Technically, SOAP 1.1 is not a standard, in that it was superseded by SOAP 1.2 before it could be approved.   

· We take cautionary exception to WebDAV.  We believe it is relatively proprietary and presents a security vulnerability.

Thus, while we must use standards in designing and implementing the NCES architecture, our approach must first be based on meeting the desired results of achieving mission effectiveness: secure, deployable, reliable, and manageable solutions that meet service level agreements and maximize benefit versus cost.

Requirements Taxonomy
In order to examine the list of standards for gaps and overlaps, consider the following taxonomy of functional requirements for SOA standards:
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Figure 2  -- SOA Technical Domains
Every requirements area in this taxonomy should be covered by one or more standards.  We say one or more, because not all web service standards are at the same level of abstraction.  Some of the more abstract standards are implemented using the more basic standards.  In order to resolve the apparent inconsistencies, we will map the above requirements taxonomy to a “protocol stack” which is a logical framework showing the relationships among top level protocols.  
Our logical framework is shown in the next diagram:
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Figure 3  -- Logical Framework for SOA Standards
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Figure 4 -- SOA Standards Overlay

Architecture vs. Standards
With the logical framework shown above to provide a visual context for related standards, this table lists the architectural components of a SOA, and related standards. 
	Architectural Component
	Related Standards

	Management

· Distributed Management

· Provisioning
	· WSDM, WS-Manageability

· WS-Provisioning

	Security

· Security

· Security Policy

· Secure Conversation

· Trusted Message

· Federated Identity
	· WS-Security

· WS-SecurityPolicy

· WS-SecureConversation

· WS-Trust

· WS-Federation

	Portal and Presentation
	· WSRP

	Transactions & Business Process

· Asynchronous Services*

· Transaction

· Orchestration
	· ASAP

· WS-Transactions, WS-Coordination, WS-CAF

· BPEL4WS, WS-CDL

	Messaging

· Events and Notification

· Multiple Message sessions

· Routing / Addressing

· Reliable Messaging

· Messaging Packaging
	· WS-Eventing, WS-Notification

· WS-Enumeration, WS-Transfer

· WS-Addressing, WS-MessageDelivery

· WS-ReliableMessaging, WS-Reliability

· SOAP, MTOM

	Metadata

· Publication and Discovery

· Policy

· Base Service and Message Description

· Metadata Retrieval
	· UDDI, WSIL

· WS-Policy, WS-PolicyAssertions

· WSDL

· WS-MetadataExchange


Table 1—Architecture vs. Standards 
Reference Architecture

We offer the following reference architecture:
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Figure 5 -- Services Reference Architecture
This reference architecture was prepared with the assistance of W2COG Institute members and other industry partners including Accenture and CSC.  We believe it is the best available depiction of standards-based, non-proprietary support for SOA-based design.
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