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Using the Regression-Discontinuity Research Design For Measuring the Impact of 

Federal Discretionary Grant Programs for OMB’s PART Reviews
 
In 2003, the U.S. Office of Management and Budget (OMB) intensified its effort to improve accountability and performance in federal programs by introducing the Program Assessment Rating Tool (PART).  OMB wanted to increase the focus of federal programs on results by using PART findings in its decisions concerning program management actions, budget requests, and legislative proposals.  The PART builds explicitly on the Government Performance and Results Act of 1993 (GPRA) requiring programs to concentrate on improving program performance by developing, monitoring, and reporting performance indicators.  But it extends GPRA through the emphasis it puts on program impact.

The PART

The PART consists of 25 to 30 questions in four areas for assessing program performance.  Answers to those questions result in a program getting a weighted numerical score ranging from 0 to 100.  The areas assessed and their weights are—

1. Program purpose and design—20 percent

2. Strategic planning—10 percent

3. Program management—20 percent, and

4. Program results—50 percent

OMB assigns a management and performance rating to programs based on their scores on the questions.  The highest rating of effective is awarded if a program has a numerical score of 85-100; the rating of moderately effective if a score is 70-84; adequate for a score of 50-69; and ineffective for a score of 0-49.  OMB rates some programs as results not demonstrated (RND) if it judges that a program lacks adequate measures of its performance.

Program Impact

Because it contributes half of a program’s score, the program results section is critical in a program’s overall PART rating.  In guidance available on the Web regarding providing evidence of a program’s results, OMB says “The most significant aspect of program effectiveness is impact—the outcome of the program, which otherwise would not have occurred without the program intervention.” While observing that “a number of evaluation methodologies are available to measure the effectiveness of programs,” OMB emphasizes that “Some, such as randomized controlled trials, are particularly well suited to measuring impacts” (www.whitehouse.gov/omb/part/fy2008/part_guid_2008.pdf).  

Small federal discretionary grant programs face two problems in responding to the need to show effectiveness and, specifically, demonstrate impact when preparing for their PART review.  The first is that many of these programs by law must award grants competitively on the basis of merit (or, in some cases, on the basis of need).  This requirement complicates conducting an RCT, which requires random assignment to treatment (program participants) and control (non-participants) groups.  The second is that sufficient funds are generally not available to do a RCT even when it may be legally and technically feasible to do so.
  RCTs are expensive to design and conduct validly.  PART guidance downplays alternative forms of evaluation such as quasi-experimental evaluations involving comparison groups of program participants (treatment group) and well-matched non-participants (control group) because of “the increased possibility of an erroneous conclusion.”

RDD Evaluation in Discretionary Grant Programs

Fortunately, a regression-discontinuity design (RDD) is highly appropriate for evaluating many of these relatively small discretionary grant programs.  Its applicability, however, has often been overlooked.  The PART guidance, for example, does not explicitly mention a regression-discontinuity design.  And even Trochim, an important advocate for RDD, focuses his attention on federal formula allocation grant programs—admittedly, the most prominent and highly funded (especially, Title I of the Elementary and Secondary Education Act of 1965)--in his discussion of the use of RDD for evaluating federal programs in his 1984 book.  But Bloom et al. (2005) have helped revive and extend interest in using RDD for discretionary programs (along with several economists), and this paper draws heavily on their work.

Even though formula grants garner the most attention (deservedly), the federal government awards many thousands of grants through discretionary programs.  For example, the Catalog of Federal Domestic Assistance lists over 1000 grant programs or projects, most of which award grants on a discretionary basis.

Often those discretionary grants are awarded competitively.  Award criteria vary, but often include the technical quality of the proposal (including its feasibility), quality of staff, and strength of evidence of institutional support (sometimes through matching funds) by the organization requesting funding.  Federal agencies often use  “peer groups” of experts and practitioners from across the country to judge the quality of the proposals and have them assign a numerical score to or rank each proposal.  Those scores or ranks are then used in awarding grants, often with the cut score between those getting and not getting an award set on the basis of funding availability (see appendix A for an example of a rating form).

Use of RDD for Controlling Self-Selection

The classic problem in evaluating the effectiveness of discretionary grant programs making competitive awards along these lines is--as the PART guidance notes--self-selection:  if a program is found effective, is that because the program made a difference or because of some other characteristic of those who sought and got funding?  Many studies have attempted to control for self-selection when evaluating program effectiveness by using conventional regression analysis (ordinary least squares or OLS) to adjust for various characteristics of a sample from the eligible population when creating a “treatment group” of those funded and a “control group” of those not funded.  But as reflected in the OMB guidance cited above, evidence accumulated over time now suggests that studies using control groups created through regression analysis using observable characteristics often do not reach the conclusions about program effectiveness found when doing experimental studies using randomized control trials (RCTs) with randomly-assigned treatment and control groups.  Although more sophisticated techniques are available--including propensity analysis that creates “matches” between “treatment” and “control” group members based on their “propensity” to participate in a program--those still largely rely on statistical techniques to control for self-selection on the basis of observable characteristics, not through an explicit assignment to program participation or treatment.

When assignment to treatment occurs (for example, through award of a grant) in a deterministic way based on a quantitative score on a continuous variable, as it does in federal discretionary grant programs using peer ratings or rankings to award funds, a better evaluation strategy may be a regression-discontinuity design (RDD).  The basic idea is to use the score (or rank) as a covariate in a regression using the program outcome to compare those treated (funded applicants) and not treated (not funded applicants) who become a control group.  Because the selection process is fully observed, it can be used to “produce an unbiased causal inference” (Cook, 2007).  Even when some exceptions occur from using the ratings or rankings in making grant awards and the assignment process is “fuzzy” (as opposed to “sharp”), a RDD can often be used (Bloom et al. 2002; Imbens and Lemieux, 2007).

Basic Idea of the RDD

Perhaps the easiest way to understand an RDD analysis is to examine graphically what it does.  Figure 1 (modeled on a graph in Shadish, Cook, and Campbell, 2002) shows a hypothetical relationship between the assignment measure (perhaps quality scores awarded by an expert peer group in reviewing grant proposals) and the program outcome (perhaps one identified for GPRA).  The assignment measure is taken before assignment to the treatment and control groups.  Assignment to treatment or control status is made using a cut score on the assignment measure, with those on one side (here, the right) assigned treatment and those on the other assigned to the control group (here, the left).  

This figure shows that the treatment group (possibly, grant recipients) score higher on the outcome variable than the control group (perhaps, applicants who did not receive a grant).  Note that in this figure the overall relationship between the assignment variable and the outcome as measured by a slope is slight, but the discontinuity in the intercept describes the impact of treatment.  (It is not necessary for the assignment measure to be correlated with the outcome measure in doing an RDD analysis.)  In other cases, the slope may also be different, or even only the slope may be different.

Figure 2 (again, modeled on Shadish et al., 2002) contrasts with the first figure in showing a situation where treatment does not have an impact and there is no discontinuity between the treatment and control groups when measured by either the intercept or slope of the regression line.  While not all RDD analyses are so clear as these hypothetical examples in indicating an impact or not, this type of study is often well suited for graphical analysis--both for the analyst and also the audience.

Mathematical Expression of the RDD

These basic ideas can also be embodied in a simple equation focusing on a program outcome that might be explained by program participation.  As Bloom et al. (2005) describe it--


Yi = α + β0Ti +ß1Ri+ εi
where Yi  = the outcome or performance measure for a program for school i

Ti  = 1 for a funded school (treatment group) and 0 for an unfunded school

(control group)


Ri  = the rating for school i


εi  = a random error term for school i

and

β0 = the marginal impact of the grant program, sometimes called the local average treatment effect (LATE), and the key parameter of interest


ß1 = a slope representing the association of the rating and the outcome

Given the acceptability of certain assumptions discussed below, a statistically significant β0 coefficient indicates a causal relationship exists between participation in the grant program and the outcome or performance indicator (Bloom et al., 2005).  If that should occur, it is confirmation that funded schools—in this hypothetical example; it could be other types of units--have a statistically significantly different outcome caused by program participation.  Determining whether such a relationship exists is a key purpose for doing a program evaluation, and addresses a central concern of the PART regarding program effectiveness.

Validity Concerns

For an RDD analysis to have internal validity—meaning that it is valid to infer that covariation between treatment and the outcome reflects a causal relationship as indicated by a statistically significant β0 coefficient--there are a number of conditions that must be met (Bloom, et al., 2005):

--The cut score is determined independently of knowledge about the rating scores in assignment to treatment and control groups (that is, the cut score is determined exogenously, which is what a program budget constraint generally does)

--The outcome is roughly constant and continuous in the small interval around the cut score in the rating scale in the absence of treatment 

--The functional form (or the type of relationship) linking the outcome to the treatment and assignment rating is specified properly--that is, the linear relationship usually assumed to be correct is in fact correct, although it is possible to assess this to some degree, as discussed below, and alternative functional forms can be used
 

The first two conditions are likely to be met when using RDD in analyzing federal discretionary grant programs, but perhaps in the case of the first one, not universally.  When the first condition is met, the RDD analysis is known as a “sharp RDD,” meaning that all treatment and control group members are assigned only on the basis of the assignment variable score.  When that does not happen, a “fuzzy RDD” results.  Fuzzy RDDs might occur in the context of evaluating federal discretionary grant programs if merit criteria in the form of expert peer group ratings were not exclusively used in the assignment of treatment in the form of receiving a grant.  Research experience shows, however, that fewer than 5 percent of cases misassigned makes little difference in the results (Wong, et al., 2008; Trochim, 1984). In more extreme situations, simple adjustments are possible to take those exceptions into account (see Wong et al., 2008; Bloom et al., 2005; Imbens and Lemieux, 2007).
  

The third condition concerning the accuracy of a linear functional form in modeling a possible regression discontinuity is more complicated.  Nonlinearity can arise from several conditions (Shadish, et al., 2002).  First, it may be that the relationship between the assignment variable and the outcome is inherently nonlinear.  One way to assess this is to include polynomial terms (squares, cubes, etc.) of the assignment measure or variable in the RDD regression and determine if they are statistically significantly related to the outcome.  If so, they need to be included in the regression equation assessing treatment impact.  Adding terms to the regression reduces statistical power—a general problem with RDD discussed below—but increases confidence that the results are unbiased.

Another approach to the possibility of a nonlinear relationship between the outcome and assignment variable is to use nonparametric regression techniques (Pagan and Ullah, 1999; Li and Racine, 2007).  While these techniques do not make an assumption of linearity, they do require other choices regarding analysis strategy and substantially increase the sample size needed.  Imbens and Lemieux (2007) provide more details.

One possible advantage, however, that federal discretionary grant competitions have relative to using a RDD is that those submitting grant proposals can be required to submit current “outcome” data with their proposals.  Although having a “pre-test” on the outcome variable is not necessary to do a RDD analysis, there are advantages in having one.  In the case of federal discretionary grant competitions, those seeking federal grant funds could be required not only to submit data on the “outcome” to be used in assessing program impact—for example, a measure reflecting the GPRA program goal—but also to agree to provide such outcome data later even if they do not win a grant.

Having such “outcome” measures allows assessing the linearity—as well as the continuity (condition 2 above)--of the relationship of the outcome and assignment variable before the treatment.
  Knowing the form of the relationship between the outcome and the assignment variable before treatment adds valuable knowledge about the meaning of the relationship between the outcome and assignment and treatment variable after the treatment, a point returned to below.  In the current case, having modeled the relationship between outcome and assignment measures before treatment allows one to “test and confirm” an expected relationship with after-treatment data as opposed to exploring the possible functional relationship in those after-treatment data before presenting “best” final estimates.

A second possible source of nonlinearity in an RDD analysis stems from having a non-normally distributed assignment measure.  This would result, for example, from using an assignment variable based on ranking, which produces uniformly distributed data (meaning only one data point at each rank).  Even assignment measures based on expert peer-group ratings (such as those used in federal discretionary grant competitions) could have a non-normal distribution that could result in a nonlinear relationship.  Non-normally distributions can also result from outliers—very high or very low scores on a measure—that could also produce nonlinearity in an RDD analysis.  Examining the distribution of the assignment measure before doing an analysis is certainly recommended to identify non-normal distributional patterns in the assignment variable.  Various statistical transformations for non-normally distributed variables are possible and can help to address problems associated with them (Trochim, 1984).

Statistical interaction between the assignment measure and treatment variable is a third possible source of nonlinearity in RDD analysis (Shadish et al., 2002).  An example of such an interaction would be if units assigned to treatment near the cut score benefit less than those with higher scores on the assignment measure.  Testing for such interactions is possible by multiplying treatment status and score on the assignment measure in the regression analysis and determining its statistical significance.
  If significant, such interactions should be included in the analysis when assessing the impact effect.

Having before-treatment data can help clarify whether an RDD finding that there is a shift in slope but no discontinuity at the cut off score when regressing the outcome on the assignment measure is due to an interaction between treatment status and assignment measure—meaning that there is no real causal relationship--or to a nonlinear relationship between the outcome and the treatment and assignment score.  If there is no shift in slope when regressing the before-treatment outcome on the assignment variable, but there is one after treatment, this suggests that there is a real treatment effect among those who are far from the cut off point, not a nonlinear relationship masquerading as one.  

External validity—the validity of inferences about whether a causal relationship holds over variation in populations, settings, and other features (Shadish et al., 2002)—can also be a concern in using an RDD just as it is when using an RCT.  Strictly speaking, the causal relationship identified by RDD is just at the point of the cut score.  It is at this point that those in the treatment and control groups are most similar on the assignment measure, and the chance that, say, one school gets the treatment and another ends up in the control group is nearly random.  But what of the causal effects on schools (or other units) far from the cut score?  And perhaps more importantly, what about, say, schools with very different population and settings?  The causal effect in those circumstances is not clearly identified.

But in the context of federal discretionary grant programs, this may be less of an issue.  In federal programs, for example, there is not usually a concern to generalize to some larger population.  Rather the relevant population is the one that applied to the discretionary program for a grant.  The RDD can include all applicants, and the causal effect identified (or not) at the point of the cut score is the crucial one is assessing the impact of the program.  If an evaluation of a program were being done with an eye to use its model for other purposes, then external validity becomes more salient, but that is usually not the case in evaluating discretionary grant programs.

Sample Size in the RDD

Although we have been focusing on validity threats in using an RDD, it is generally agreed that its internal validity, perhaps the greatest concern, is high relative to alternative research designs, save a randomized controlled trial or RCT (Shadish et al., 2002; Bloom et al., 2005).  Rather, a central concern in using an RDD is that it requires a relatively large sample size.  As a recent grant announcement concerning the evaluation of state and local education programs (CFDA number 84.305E; applications due October 2, 2008) from the Department of Education’s Institute of Education Sciences noted—

One caution regarding the utilization of regression discontinuity designs is that they typically require larger sample sizes relative to randomized controlled trials [RCT] to achieve the same statistical power to detect the effects of the intervention.

The power of a statistical test concerns its ability not to make a “mistake” by failing to identify a real difference or effect.  Making such a mistake is called a type II error, and as the power of a statistical test increases, it is less likely to make a type II error.  As might be seen intuitively, having a larger sample increases the power of the statistical test and makes it more likely the test will not miss a real program “effect.”

As Bloom et al. (2005) show, the sample needed for an RDD is about 3 to 4 times that needed for an RCT to provide the same level of precision.  Bloom et al. show this by looking at the variance of the estimated linear RDD impact coefficient--




                                                   _

Var (β0) =  (2(1-R12) / ((Ti-T)2(1-R22)

where:

(2      = variance of mean student outcomes across schools (or units)





in the treatment and control groups

R12   = square of the correlation between school outcomes and 

ratings or scores on the assignment measure in the treatment and control groups



R22   = square of the correlation between school treatment status and 

rating or score on the assignment measure



T      = treatment status (treatment or control group) (T = 1 or 0)


    ((Ti-T)2   = total variation in treatment status across schools 

The total variation in treatment status across schools (((Ti-T)2) depends on the number of schools (or units) in the sample, as well as the allocation of schools (units) to treatment and control groups (and for a given number of schools, the variation is maximized by a balance allocation having 50 percent of the units in each treatment status).  The larger the number of schools (units) in a study, the larger the total variation in treatment status, which acts to reduce the variance of the impact coefficient, β0, or in other words, to increase the precision of its estimate and the power of the statistical test.

Perhaps the key feature to note about Bloom et al.’s formula concerns R22, the correlation between treatment status and ratings or scores on the assignment measure in the denominator.  This correlation measures what Bloom et al. call the collinearity between the treatment status and ratings on the assignment measure.  It acts to reduce the independent variation in treatment status across schools and, in turn, the precision of the impact estimate.  

If the ratings or scores on the assignment measure are ranks (as discussed above) producing a uniform distribution, and an equal number of schools appear in the treatment and control groups, then the collinearity correlation equals 0.75.
  In the denominator of the formula where the correlation is used, 1 minus 0.75 equals .25, which multiplies the variance of the impact estimator by a factor of four.  In comparison, in an RCT the collinearity correlation is expected to be zero because of randomization—there is no expected correlation between treatment status and any rating or score for units in the treatment and control groups.  As a result, if ranks are used in the assignment measure, the variance of the impact estimator will be four times larger than that of a RCT.  To achieve the same level of precision (or power) as an RCT, the RDD requires a sample four times as large.

If the ratings or scores on the assignment measure are numerical scores, the collinearity correlation will be less than that for ranks.  Goldberger (1972) calculated that if the rating scores have a normal distribution and a balanced allocation to treatment and control groups, a sample 2.75 times larger than a RCT is needed for an RDD to achieve the same level of precision.  Thus an RDD will need a sample of about 3 to 4 times the size of an RCT to attain the same level of power (and Bloom et al.’s empirical work supports his theoretical calculations).

One implication of this discussion for using RDD in an evaluation of a federal discretionary grant program is that use of an expert panel numerical rating instead of a ranking would be recommended.  But the larger issue here concerns the applicability of RDD for evaluating discretionary grant programs because, unlike most research studies, the number of participating schools or other units is generally not subject to modification.  Thus the issue really becomes, given the number of schools (units) applying for and then getting funded and not funded by the grant program, will there be enough cases to provide adequate statistical power to detect any real impact of the program?

In Bloom et al.’s study (2005) involving the federal Reading First program, the original plan was to conduct an RCT involving 60 schools.  But they ended up recruiting a sample of about 240 schools, which could be allocated to treatment and control groups in a balanced way.

In contrast, federal discretionary grant programs will have a highly variable number of schools (units) applying for a grant, and similarly variable numbers receiving and not receiving grants.  Unfortunately, there appears to be no systematic collection of the number of discretionary grant applicants and awardees to track those patterns across federal programs.  But data for were available for several discretionary grant programs administered by the Office of Postsecondary Education in the U.S. Department of Education (see Table 1).  For illustrative purposes, we discuss the Child Care Access Means Parents in School (CCAMPIS) program, which is funded annually at about $16 million, with an average grant of $90,000 and a range of grant awards from $10,000 to $300,000.

The Example of the Federal CCAMPIS Program

CCAMPIS supports the participation of low-income parents in postsecondary education by funding the provision of campus-based childcare services, including before- and after-school services.  For fiscal year 2005, 435 postsecondary education institutions applied for CCAMPIS funds, and 118 new awards were made based on the ratings of expert peer review groups.  The number of applicants and awards suggests that an RDD would be appropriate to consider as a way to evaluate the impact of the CCAMPIS program.

If one were to consider an RDD for evaluating CCAMPIS, one place to start might be the GPRA performance indicators that are now used to track the program’s performance.  Getting performance indicators developed for federal programs after GPRA was enacted in 1993 was a huge undertaking.  It required program managers to think carefully about what their program goals and objectives were and how they could measure success in attaining those goals and objectives.

While the GPRA performance indicators may track aspects of the progress of programs in achieving their goals and objectives, they are not generally suitable for purposes of impact evaluation.  The data generally available for the performance indicators come from the program participants.  Thus comparison between program participants and non-participants is not possible.  Data quality may also be of concern since the quality of the data are rarely independently audited or verified.

The GPRA performance indicators for CCAMPIS are probably typical regarding their focus and source of data.  CCAMPIS has two objectives and each has a measure (available on www.ed.gov)—

1. Increase access for low-income parents to postsecondary institutions

a. Measure 1.1: The percentage of Child Care Access Means Parents in School Program participants receiving child care services who remain in postsecondary education at the end of the academic year as reported in the 18-month performance report.

b. Measure 1.2: The percentage of Child Care Access Means Parents in School Program participants receiving child care services who remain in postsecondary education at the end of the academic year as reported in the 36-month performance report

c. Measure 1.3: The graduation rate of Child Care Means Parents in School Program participants in postsecondary education in other than four-year schools as reported in the 18-month performance report.

d. Measure 1.4: The graduation rate of Child Care Means Parents in School Program participants in postsecondary education in other than four-year schools as reported in the 36-month performance report.

2. Efficiency measure: Cost per successful outcome

a. Measure 2.1: Federal cost of CCAMPIS student who persists in or graduates from an institution of higher education as reported in the 36-month [sic] performance report.

b. Measure 2.2: Federal cost of CCAMPIS student who persists in or graduates from an institution of higher education as reported in the 18-month [sic] performance report.

Data for these GPRA performance measures are reported by grantees, and grantees attest to the accuracy of the data with no formal verification procedure.

From the perspective of doing an RDD evaluation, these GPRA indicators are not suitable for comparing the performance of grant awardees (the treatment group) and those applicants not getting an award (the control group).  Rather the perspective is on tracking what is hoped to be continuous progress by awardees towards the overall goal and objectives.  This perspective is embodied in the GPRA performance indicators for most programs.  Performance indicators are for tracking performance over time, not for evaluating the effects or impact of the program.

Other measures of program outcomes or impact are clearly possible.  In the case of CCAMPIS, one GPRA objective is to “increase access for low-income parents to postsecondary institutions.”  This suggests that one measure of program impact might be the number or share of low-income parents attending postsecondary institutions.  Institutions getting a CCAMPIS grant could be compared using an RDD to those not receiving a grant on this outcome, and this type of measure could easily be extended to cover student persistence from year to year and graduation rates among low-income parents.

While it would be felicitous if GPRA performance indicators could serve as impact measures for evaluations, fortunately in many cases appropriate outcome measures can still be constructed using GPRA program goals or objectives.  In doing an RDD evaluation, those outcome measures could be developed after the grants are awarded and collected from all applicants, those receiving and not receiving a grant award.  But those outcomes measures could also be identified and defined before the grant competition is held.  If they were developed before the grant competition, all applicants could be required to submit current data for the targeted outcome measures.  As discussed above, those data could be used in examining the relationship between the assignment measure (rating or ranks) and the targeted outcome before the program or treatment begins.

Other Considerations

The RDD also has another nice feature in using it for evaluating federal discretionary grant programs.  One continuing concern in running a grant program is how and how much to monitor grant recipients.  Using an RDD design, one can design experiments with different approaches to grant monitoring.  For example, among those who receive a grant, one can create in effect an RCT in which one group of randomly assigned recipients are monitored one way and another group in a different fashion.  The possible variations in monitoring practices that could be compared experimentally would be limited only by the number of grant recipients available to study to ensure sufficient power to detect differences in the practices.

It would also be possible to gather information about the degree of implementation of a grant program as well as outcome data.  This information could be used to refine the analysis of program impact.

Conclusions

The key conclusions from the analysis in this note are that—

( An RDD design may be appropriate for evaluating a number of federal discretionary grant programs to gather evidence on program effectiveness for their PART analysis

( RDD evaluations can work where awards are made competitively on the basis of a quantitative score or rank based, for example, on merit (or need); the use of expert panels of judges to evaluate grant proposals readily lends itself to the creation of an assignment measures that could be used in an RDD evaluation (Bloom et al., 2002, used this approach in evaluating Reading First)

( Suitability of the design will depend on the number of applicants and awardees to ensure adequate power to detect program impacts

( GPRA goals and objectives can help in identifying appropriate outcome measures to use in comparing treatment and control groups; in some cases GPRA performance indicators may be useful, but in most cases they probably will not be

( Having program officials work with evaluators before holding a grant competition is recommended when planning an RDD evaluation so that outcome measures can be identified and defined; asking all applicants to provide current data on those measures and to agree to participate in a follow-up evaluation would also be helpful

( OMB has a role in encouraging program officials and evaluators to work together in identifying and implementing an RDD evaluation of discretionary grant programs; OMB could use its “forms clearance” approval authority for the collection of data from applicants to ensure that good data will be available for an RDD evaluation

( Experiments involving different grant program monitoring approaches within the context of doing an RDD evaluation are also possible, and staff from OMB, evaluation, and the program could work to identify promising alternatives
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Regression-Discontinuity Analysis with Effective Treatment
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Regression-Discontinuity Analysis with  No Treatment Effects
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Table 1

Applicants and Grant Recipients in Selected Discretionary Grant Programs

Administered by the Office of Postsecondary Education in the

U.S. Department of Education

	Program
	Fiscal year of competition
	Eligible appli-cants
	Grant recipients
	Non-recipients
	Average grant award

($000s)
	FY 2007

Appropria-tions

($millions)

	Child Care Access Means Parents in School
	2005
	434
	118
	316
	90
	15.8

	Gear-Up Partnerships
	2006
	248
	29
	219
	1,200
	303.4

	Graduate Assistance in Areas of National Need
	2007
	278
	62
	216
	216
	30.0

	Teacher Quality EnhancementPartnerships
	2007
	46
	26
	20
	881
	59.9

	Upward Bound
	2007
	992
	966
	26
	350
	279.2

	Upward Bound Math- Science
	2007
	275
	115
	160
	275
	34.4


Appendix A

GRADUATE ASSISTANCE IN AREAS OF NATIONAL NEED PROGRAM

TECHNICAL REVIEW FORM
APPLICANT INFORMATION

PR#  P200A ________________
DISCIPLINE/AREA: ______________________________

NAME OF APPLICANT INSTITUTION: ___________________________________________

CITY & STATE: _______________________________________________________________

SUMMARY OF SELECTION CRITERIA RATINGS

	SELECTION CRITERION
	SCORE

	A)
MEETING THE PURPOSES OF THE PROGRAM (7 points)

	

	B)
EXTENT OF NEED FOR THE PROJECT (5 points)

	

	C)
QUALITY OF THE GRADUATE ACADEMIC PROGRAM (25 points)
	

	(D)
QUALITY OF THE SUPERVISED TEACHING EXPERIENCE (5 points)
	

	(E)
RECRUITMENT PLAN (10 points)
	

	F)
PROJECT ADMINISTRATION (7 points)
	

	G)
INSTITUTIONAL COMMITMENT (14 points)
	

	H)
QUALITY OF KEY PERSONNEL
 (5 points)
	

	I)
BUDGET (5 points)
	

	J)
EVALUATION PLAN (12 points)
	

	K)
ADEQUACY OF RESOURCES (5 points)
	

	APPLICATION TOTAL SCORE (100 points):
	


AUTHORIZATION

I HAVE REVIEWED THIS APPLICATION IN ACCORDANCE WITH THE PROGRAM REGULATIONS AND THE SELECTION CRITERIA:

_____________________________________
_________

_________


_____________

        SIGNATURE OF REVIEWER

REVIEWER

   PANEL


     DATE






 NUMBER

 NUMBER

	
	











    VERIFIED BY    AVG SCORE

INSTRUCTIONS:  For each criterion listed below, reviewers must write appropriate and legible comments citing the strengths and/or weaknesses of the application to justify fully the numerical scores awarded.  Be sure to check your addition on the Summary of Selection Criteria Ratings page.

MEETING THE PURPOSES OF THE PROGRAM 648.31 (a):  The Secretary reviews each application to determine how well the project will meet the purposes of the program, including the extent to which --

(1) The applicant’s general and specific objectives for the project are realistic and measurable;

(2) The applicant’s objectives for the project seek to sustain and enhance the capacity for teaching and research at the institution and at the State, regional, or national levels.

(3) The applicant’s objectives seek to institute policies and procedures to ensure the enrollment of talented graduate students from traditionally underrepresented backgrounds; and

(4) The applicant’s objectives seek to institute policies and procedures to ensure that it will award fellowships to individuals who satisfy the requirements of 648.40

STRENGTHS:

WEAKNESSES:












(Max 7 pts)____________

EXTENT OF NEED FOR THE PROJECT 648.31 (b):  The Secretary considers the extent to which a grant under the program is needed by the academic department by considering --

(1) How the applicant identified the problems that form the specific needs of the project;

(2) The specific problems to be resolved by successful realization of the goals and objectives of the project; and

(3) How increasing the number of fellowships will meet the specific and general objectives of the project.

STRENGTHS:

WEAKNESSES:












(Max 5 pts)___________

________________________________________________________________________________

QUALITY OF THE GRADUATE ACADEMIC PROGRAM 648.31 (c):  The Secretary reviews each application to determine the quality of the current graduate academic program for which project funding is sought including--

(1) The course offerings and academic requirements for the graduate program;

(2) The qualifications of the faculty, including education, research interest, publication, teaching ability, and accessibility to graduate students;

(3) The focus and capacity for research; and

(4) Any other evidence the applicant deems appropriate to demonstrate the quality of its academic program.

STRENGTHS:

WEAKNESSES:












(Max 25 pts)___________

QUALITY OF THE SUPERVISED TEACHING EXPERIENCE 648.31 (d):  The Secretary reviews each application to determine the quality of the teaching experience the applicant plans to provide fellows under this program, including the extent to which the project –

(1) Provides each fellow with the required supervised training in instruction;

(2) Provides adequate instruction on effective teaching techniques;

(3) Provides extensive supervision of each fellow’s teaching performance; and

(4) Provides adequate and appropriate evaluation of the fellow’s teaching performance.

STRENGTHS:

WEAKNESSES:












(Max 5 pts)___________

________________________________________________________________________________

RECRUITMENT PLAN 648.31 (e):  The Secretary reviews each application to determine the quality of the applicant’s recruitment plan, including--

(1) How the applicant plans to identify, recruit, and retain students from traditionally underrepresented backgrounds in the academic program for which the fellowships are sought;

(2) How the applicant plans to identify eligible students for fellowships;

(3) The past success of the academic department in enrolling talented graduate students from traditionally underrepresented backgrounds; and

(4) The past success of the academic department in enrolling talented graduate students for its academic program.

STRENGTHS:

WEAKNESSES:












(Max 10 pts)___________

PROJECT ADMINISTRATION 648.31 (f):  The Secretary reviews the quality of the proposed project administration, including --

(1) How the applicant will select fellows, including how the applicant will ensure that project participants who are otherwise eligible to participate are selected without regard to race, color, national origin, religion, gender, age, or disabling condition;

(2) How the applicant proposes to monitor whether a fellow is making satisfactory progress towards the degree for which the fellowship has been awarded;

(3) How the applicant proposes to identify and meet the academic needs of the fellows;

(4) How the applicant proposes to maintain enrollment of graduate students from traditionally underrepresented backgrounds; and

(5) The extent to which the policies and procedures the applicant proposes for administering the project are likely to ensure efficient and effective project implementation, including assistance to and oversight of the project director.

STRENGTHS:

WEAKNESSES:











(Max 7 pts)____________

INSTITUTIONAL COMMITMENT 648.31 (g):  The Secretary reviews each application for evidence that --

(1) The applicant will provide, from any funds available to it, sufficient funds to support the financial needs of the fellows if the funds made available under the program are insufficient;

(2) The institution’s social and academic environment is supportive of the academic success of students from traditionally underrepresented backgrounds on the applicant’s campus;

(3) Students receiving fellowships under this program will receive stipend support for the time necessary to complete their courses of study, but in no case longer than 5 years;

(4) The applicant demonstrates a financial commitment, including the nature and amount of the institutional matching contribution, and other institutional commitments that are likely to ensure the continuation of project activities for a significant period of time following the period in which the project receives Federal financial assistance.

STRENGTHS:

WEAKNESSES:












(Max 14 pts)__________

________________________________________________________________________________

QUALITY OF KEY PERSONNEL 648.31 (h):  The Secretary reviews each applicant to determine the quality of key personnel the applicant plans to use on the project, including--

(1) The qualifications of the project director;

(2) The qualifications of other key personnel to be used in the project;

(3) The time commitment of key personnel, including the project director, to the project; and

(4) How the applicant, as part of its nondiscriminatory employment practices, will ensure that its personnel are selected without regard to race, color, national origin, religion, gender or disabling conditions, except pursuant to a lawful affirmative action plan.

STRENGTHS:

WEAKNESSES:












(Max 5 pts)___________

________________________________________________________________________________

BUDGET 648.31 (I):  The Secretary reviews each application to determine the extent to which--

(1) The applicant shows a clear understanding of the acceptable uses of program funds; and

(2) The costs of the project are reasonable in relation to the objectives of the project.

STRENGTHS:

WEAKNESSES:












(Max 5 pts)___________

________________________________________________________________________________

EVALUATION PLAN 648.31 (j):  The Secretary reviews each application to determine the quality of the evaluation plan for the project, including the extent to which the applicant’s methods of evaluation 

(1) Relate to the specific goals and measurable objectives or the project;

(2) Assess the effect of the project on the students receiving fellowships, including the effect on persons of different racial and ethnic backgrounds, genders, and ages, and on persons with disabilities who are served by the project;

(3) List both process and product evaluation questions for each project activity and outcome, including those of the management plan;

(4) Describe both the process and product evaluation measures for each project activity and outcome;

(5) Describe the data collection procedures, instruments, and schedules for effective data collection;

(6) Describe how the applicant will analyze and report the data so that it can make adjustments and improvements on a regular basis; and

(7) Include a time-line chart that relates key evaluation processes and benchmarks to other project component processes and benchmarks.

STRENGTHS:

WEAKNESSES:












(Max 12 pts)__________

________________________________________________________________________________

ADEQUACY OF RESOURCES 648.31 (k):  The Secretary reviews each application to determine the adequacy of the resources that the applicant makes available to graduate students receiving fellowships under this program, including facilities, equipment, and supplies.

STRENGTHS:

WEAKNESSES:












(Max 5 pts)___________

________________________________________________________________________________

SUMMARY COMMENTS:  Use this space to summarize the strengths and weaknesses of the application.  You may also discuss in detail comments on any of the preceding selection criteria.  Please remember to identify any criteria you discuss.
� The idea for this note originated in discussions at a workshop on quasi-experimental research designs lead by Tom Cook and Will Shadish at Northwestern University in August 2007, and the author is indebted to them.  Shadish thought it was a viable strategy to use RDD the way discussed in the note, and then added that although he did not know of any such use, he would be surprised if it had not been done.  In researching this note, I found that Bloom et al. (2005) had indeed used RDD the way proposed.  Thus this primer--besides drawing heavily on Shadish, Cook, and Campbell (2002)--is largely based on Bloom et al. (2005), although they do not use as context the Performance Assessment Reporting Tool (PART) requiring federal programs to report evidence of effectiveness.  I have also benefited from comments by Tom Cook and Tom Corwin.


� There are other challenges in measuring government performance not addressed here.  Friel (2008) provides a brief introduction to them, concluding that in trying to assess government program results as mandated by GPRA and PART, “You’re damned if you do, and you’re still damned if you don’t.”


� The U.S. Department of Education’s notice in the Federal Register in 2005 notes that RDD can be used in cases where “participants are assigned to a treatment or control group based on a numerical rating or score of a variable unrelated to the treatment such as the rating of an application for funding….In the case of the scores of applicants’ proposals for funding, the ‘cut score’ is established at the point where the program funds available are exhausted.”


� This assumption is a key difference from an evaluation using a RCT where no assumption about functional form is needed.  Since functional form is ultimately “unknowable,” this is “perhaps the most serious limitation of the regression discontinuity approach”  (Bloom et al., 2005).


� When there is treatment misallocation, the true assignment variable can be used as an instrumental variable for the actual assignment variable, generating a treatment-on-the-treated estimate of impact instead of an intent-to-treat estimate (see Wong et al., 2008, for an example of this kind of analysis).


� Having before-treatment data on outcomes also allows doing a “difference-in-differences” analysis within an RDD context in which differences between the treatment and control groups in gains (or losses) on the outcome are compared in the context of the assignment measure.  Before-treatment measures can also be added to the regression equation to improve precision, an issue discussed more below.


� A further refinement in assessing possible nonlinearity is to also interact the polynomial terms with treatment status.


� Statistical power depends not only on sample size, but also on the ”effect size” or the size of the difference between treatment and control groups the test is trying to detect, the statistical significance criteria used in the test (conventionally, the .05 level for type I errors), and the sensitivity of the data used, as determined by the number of control variables used in the analysis and the reliability of those variables or measures.  Sample size is generally regarded as the factor most amenable to manipulation--hence it is critical in considerations regarding statistical power (and cost).  A conventional level of statistical power sought is .80.


� If the number of schools is not equal, the correlation is smaller, but Bloom et al. note that this introduces other statistical problems in computing standard errors.
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