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1. EXECUTIVE SUMMARY

The Data Reference Model (DRM) is one of the five reference models of the Federal Enterprise Architecture (FEA). The DRM is a framework whose primary purpose is to enable information sharing and reuse across the federal government via the standard description and discovery of common data and the promotion of robust data management practices. The DRM provides a flexible and standards-based approach to accomplish its purpose. It has distinct relations to the other FEA reference models, which are described in Appendix A of this specification. The scope of the DRM is broad, as it may be applied within a single agency, within a Community of Interest (COI), or cross-COI.
The DRM provides a standard means by which data may be described, categorized, and shared. These are reflected within each of the DRM’s 3 standardization areas:

· Data Description: Provides a means to richly describe data, thereby supporting its discovery and sharing.
· Data Context: Facilitates discovery of data through an approach to the categorization of data according to taxonomies. Provides linkages to the other FEA reference models.

· Data Sharing: Supports the sharing and exchange of data where sharing consists of ad-hoc requests (such as a query of a data asset), and exchange consists of fixed, re-occurring transactions between parties. Enabled by capabilities provided by both the Data Context and Data Description standardization areas.

As a reference model, the DRM is presented as an abstract framework from which concrete implementations may be derived. The DRM’s abstract nature will enable agencies to use multiple approaches, methodologies and technologies while remaining consistent with the foundational principles of the DRM.  

The following chapters and appendices are included in this specification:

· Overview of the DRM: Provides a brief overview of the DRM, its value to federal agencies, a summary of the DRM standardization areas, and more.

· Data Description: Describes the Data Description standardization area of the DRM.

· Data Context: Describes the Data Context standardization area of the DRM.

· Data Sharing: Describes the Data Sharing standardization area of the DRM.

· Appendix A: Describes the relationship of the DRM to the other FEA reference models.

· Appendix B: Glossary of selected terms.

· Appendix C: Provides additional expanded concepts for the Data Sharing standardization area in the areas of data sharing performance measurement and data quality, and introduces the DRM Standards Adoption Process.  

· Appendix D: Provides information on registries and repositories, and how they support the DRM.

· Appendix E: Provides a list of useful data standards that are related to the DRM, and may be used for DRM implementations [PENDING].

The following are the additional documents that comprise DRM 1.5:

· DRM Management Strategy: Elaborates on the management processes and steps needed to accomplish successful implementation of the DRM in the federal government. 

· Implementation and Test Guide: Provides guidance on implementations based on the DRM, and their testing.

Overview of the DRM

This document presents the DRM, one of the five reference models of the FEA.  The DRM is sponsored by the Office of Management and Budget (OMB) and the Federal Chief Information Officer (CIO) Council.  The DRM is a framework whose primary purpose is to enable information sharing and reuse across the federal government via the standard description and discovery of common data and the promotion of robust data management practices.

The DRM can provide value for agency data architecture initiatives by:

· Describing and augmenting data architectures: The DRM’s approach to Data Description, Data Context, and Data Sharing enables data architecture initiatives to more robustly describe their data artifacts, resulting in increased opportunities for cross-agency and cross-COI interactions.
· Bridging data architectures: Cross-association of data artifacts between data architectures facilitates data discovery and sharing.

· Facilitating compliance with requirements for data architectures: The DRM’s standardization areas provide a foundation for agency data architecture initiatives to put forth requirements that can result in increased compatibility between agency data architectures.

As a reference model, the DRM is presented as an abstract framework from which concrete implementations may be derived. The DRM’s abstract nature will enable agencies to use multiple approaches, methodologies and technologies while remaining consistent with the foundational principles of the DRM. For example, the DRM abstract model can be implemented using different combinations of technical standards. As one example, the “exchange package” concept in the Sharing standardization area may be represented via different messaging standards (e.g. XML schema, EDI transaction set) in a concrete system architecture for purposes of information sharing. Other ways to implement DRM capabilities may be put forward by other agencies or stakeholders. By associating elements of concrete architectures with the DRM abstract model, those elements may therefore be associated with each other, which can help promote interoperability between cross-agency architectures/implementations. Thus the abstract nature of the DRM as a reference model provides tremendous implementation flexibility.

The DRM can accelerate enterprise and joint action around new opportunities afforded by standardized approaches for accomplishing goals such as the following:

· Enabling increased visibility and availability of data and data artifacts
;

· Fostering increased information sharing;

· Facilitating harmonization within and across COIs to form common data entities that support shared missions;

· Increasing the relevance and reuse of data and data artifacts via robust categorization techniques;

The DRM Management Strategy describes a conceptual process used to identify common data needs across Departments and Agencies and helps to illustrate the context in which it applies to information sharing. The DRM informs the development of the Department and Agencies Enterprise Architecture.


The remainder of this chapter is organized as follows:

· Target Audience and Stakeholders: Describes who will most benefit from reading this specification and from specific implementations of the DRM;

· DRM Standardization Areas: Presents the standardization areas of the DRM, the purpose of each area, and a brief usage example for each area;

· DRM Overview Abstract Model: Presents the overview (high-level) version of the DRM abstract model, which is presented in greater detail in subsequent chapters;
· Security and Privacy: Discusses security and privacy considerations for the DRM at a high level, with greater detail presented in future versions of the DRM; 
1.1. Target Audience and Stakeholders

In order to foster and facilitate their use and implementation of the DRM, the target audience for DRM 1.5 is focused on the following federal roles: 

· Enterprise architects

· Data management staff

· Information Technology managers

The following additional stakeholders will make varying use of the documents making up the DRM:

· Senior Federal Managers: This includes CIOs, CFOs, Assistant Secretaries, and other executives and managers engaged in federal information management;

· Congressional Stakeholders: This includes relevant Congressional committees and their staff who have legislated requirements relating to federal information and data management including subsection 207(d) of the E-Government Act;

· External Stakeholders: This includes: 

· Industry/vendors engaged in providing IT support and tools to the federal government;

· State and local government in their role as information exchangers with federal agencies;

· Others (universities, libraries, etc.);

1.2. DRM Standardization Areas
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This section presents the DRM standardization areas. These areas represent the various aspects of data that the DRM addresses. The DRM’s 3 standardization areas are shown in Figure 3 below:
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Figure 2‑1 DRM Standardization Areas
The arrangement of the standardization areas in the above figure indicates how Data Sharing is supported by the capabilities provided by the Data Description and Data Context standardization areas, and how Data Description and Data Context capabilities are mutually supportive. These relationships will become clearer in the subsequent chapters in which the standardization areas are described in detail.

The following is a brief description of each standardization area, along with its purpose and a usage example.  

Data Description:  The Data Description standardization area provides a means to richly describe data. This enables comparison of concepts and content for purposes of harmonization, and supports the ability to respond to questions regarding what is available in terms of data descriptions (metadata) and content.

The following is a usage example for the Data Description standardization area:
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Usage E xample: Informal Taxonomy  

Fictitious Agency Home Page  


Data Context:  In general, context enables the intended meaning of data to be more clearly known. This is often done through categorization of data. Such categorization also facilitates the discovery of data. The Data Context standardization area establishes an approach to the categorization of data according to taxonomies
. Its purpose is to enable discovery of data, and to provide linkages to the other FEA reference models, which are themselves taxonomies.    

It should be noted that context also includes business rules. However, business rules will be covered in a later version of the DRM.  

The following is a usage example for the Data Context standardization area:
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Figure 2‑3 Data Context Usage Example
Data Sharing:  The Data Sharing standardization area describes the sharing and exchange of data, where sharing consists of ad-hoc requests (such as a query of a data asset), and exchange consists of fixed, re-occurring transactions between parties. Data sharing is enabled by capabilities provided by both the Data Context and Data Description standardization areas.

The following is a usage example for the Data Sharing standardization area:
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Figure 2‑4 Data Sharing Usage Example

1.3. DRM Overview Abstract Model

Figure 2-5 presents the DRM Overview abstract model. It depicts the major concepts from each standardization area and the relationships between them. Concepts are expressed as boxes, while relationships are expressed as arrows. 
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Figure 2‑5 DRM Overview Abstract Model

Subsequent chapters will “drill down” into the details of this abstract model and present additional concepts within their own abstract models. Each additional abstract model represents an architectural pattern that pertains to the capability of its particular standardization area. Each architectural pattern represents the minimal level of detail necessary to convey the major concepts for the standardization area, with COIs extending the architectural pattern as necessary for their implementations.

The following are definitions for each of the concepts and relationships within the DRM Overview abstract model. These definitions will be expanded in subsequent chapters. Conventions used are:

· Only “outbound” relationships are listed (i.e. those that originate from the concept);

· Concept names will be capitalized as in the abstract model itself (e.g. “Data Asset”), while relationship names will be expressed in italics (e.g. “accesses”).

· Each concept will be referred to in a quantity of one (e.g. “A Supplier produces an Exchange Package”) for purposes of simplicity as the abstract model does not depict cardinality. However, implementations based on the DRM will introduce cardinality as needed according to their requirements. 

Exchange Package: A description of a specific recurring data exchange between a Supplier and a Consumer. 


Relationships: 
· An Exchange Package is disseminated to a Consumer

· An Exchange Package queries a Query Point

Supplier: An entity (person or organization) that supplies data to a Consumer.  


Relationships: 
· A Supplier produces an Exchange Package 

Consumer: An entity (person or organization) that consumes data that is supplied by a Supplier.  


Relationships: 
· None

Query Point: An endpoint that provides an interface for accessing and querying a Data Asset.
· Relationships:  

· A Query Point provides the result set for an Exchange Package

· A Query Point access a Data Asset

Taxonomy: A collection of controlled vocabulary terms organized into a hierarchical structure. 

· Relationships: 
· A Taxonomy categorizes a Query Point

· A Taxonomy categorizes a Data Asset

· A Taxonomy categorizes an Exchange Package 

FEA BRM: The Business Reference Model (BRM), one of the five FEA reference models. The BRM provides a framework that facilitates a functional (rather than organizational) view of the federal government’s LoBs, including its internal operations and its services for citizens, independent of the agencies, bureaus and offices that perform them.

· Relationships: 
· The FEA BRM is a type of Taxonomy

Digital Data Resource: A digital container of information, typically known as a file.  
· Relationships:  

· A Digital Data Resource describes a Semi-structured Data Asset

· A Digital Data Resource describes an Unstructured Data Asset

Data Schema: A representation of metadata, often in the form of data artifacts such as logical data models or conceptual data models.
· Relationships:  

· A Data Schema describes a Structured Data Asset

1.4. Security and Privacy

Security and privacy considerations apply to all 3 of the DRM’s standardization areas. Security defines the methods of protecting information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide integrity, confidentiality and availability, whether in storage or in transit. Privacy addresses the acceptable collection, creation, use, disclosure, transmitting, and storage of information, its accuracy, and the minimum necessary use of information.

The DRM allows for the integration of existing federal information security and privacy policies within each of its elements. Figure 2-6 describes several sets of security/privacy policies and legislation that are applicable to the DRM.

	Policy/Legislation
	Description

	Federal Information Security Management Act (FISMA)
(Title III – Information Security)
	FISMA is the premier legislation governing federal information security. It provides a comprehensive framework for ensuring the effectiveness of information security controls over information resources that support Federal operations and assets. 

	National Institute of Standards and Technology (NIST) FIPS (NIST FIPS 199)
	FIPS 199 provides standards for the security categorization of federal information and information systems.

	E-Government Act of 2002 (Title III, Section 208 – Privacy Provisions)
	Title III, Section 208 of the E-Government Act of 2002 requires that OMB issue guidance to agencies on implementing the privacy provisions of the E-Government Act.

	OMB Circular A-11 (Section 31-8)
	Section 31-8 of OMB Circular A-11 addresses management improvement initiatives and policies for agencies, to include security and privacy.

	NIST 800-60

(Volume I)
	NIST 800-60 provides guidance on mapping types of information and information systems to security categories. Its objective is to facilitate provision of appropriate levels of information security according to a range of levels of impact or consequences that might result from the unauthorized disclosure, modification, or loss of availability of the information or information system.


Figure 2‑6 Security/Policies and Legislation

A Security and Privacy Profile (SPP) has been created for the FEA. The FEA SPP provides guidance to agencies to integrate security and privacy requirements across their enterprise architecture, and to ensure security and privacy requirements are addressed in IT programs from their inception.  The FEA SPP is currently in the Validation stage. During this stage, the FEA SPP approach and methodology will be validated with Federal experience and insight. 

An institutional process that includes roles and responsibilities for Data Stewardship for each project or program in the Department or Agency needs to be defined as part of a policy that governs data quality, data Security, Privacy and Confidentiality. 

There are a number of areas that need to be addressed in building a Security, Privacy and Confidentiality Policy for a Department or Agency.  These include:

· Constructing a policy that is compliant with legislation, Executive Orders and Standards

· Addressing sensitivity of information that eliminates possible compromise of sources and methods of information collection and analysis

· Addresses specific data categories in the policy including:

· Data is from an open source

· Data is accessible only to a group

· Data is a set of people

· Self protecting data and digital rights management

The successful categorization, exchange, and structure of data are dependent on the implementation of security regarding the data being exchanged. Security requirements must be considered at each level of the DRM and, in particular, regarding the exchange of data transaction. The DRM is designed to allow for the integration of existing federal information security and privacy policies within each of its elements. It provides for this integration through its common approach and use of standards.  

Future versions of the DRM will relate the DRM to the FEA SPP, and will apply the results of the FEA SPP validation in expanding on the security and privacy considerations for the DRM. Therefore, security and privacy considerations will not be described further in this version of the DRM.

2. Data Description

This chapter describes the Data Description standardization area of the DRM. The purpose of the Data Description standardization area is to enable the robust description of data in order to enable mission-critical capabilities such as data discovery, reuse, harmonization, sharing and exchange, as well as rapid coordination and communication clarity in cross-government actions. This robust description of data enables a clearer meaning and purpose for enterprise-wide data, which further enables data to be tied to Lines of Businesses (LoBs) and specific agency missions.  This chapter conveys an architectural pattern for the description of various types of data, and provides practical examples on the beneficial use of this pattern.  

2.1. Chapter Organization

This chapter is organized as follows:

· Introduction: Provides introductory information regarding the Data Description standardization area including the Data Description Conceptual Data Model;

· Data Description Abstract Model: Presents and describes the Data Description abstract model;

· Data Description Example: Provides a usage example to further explain the Data Description standardization area;
· Expanded Concepts: Presents further concepts and details that can enhance understanding and use of the Data Description standardization area;

2.2. Introduction

Data Description is vital in enabling critical mission support capabilities such as the following:
· Data Discovery: The capability to quickly and accurately identify and find data that supports mission requirements. This is possible through the means of richly describing data that are presented in this chapter, as well as through the categorization, search and query capabilities described in subsequent chapters.

· Data Reuse: The capability to increase utilization of data in new and synergistic ways in order to innovatively and creatively support missions.

· Data Sharing: The identification of data for sharing and exchange within and between agencies and COIs, including international, state, local and tribal governments, as appropriate.
· Data Entity Harmonization: An enhanced capability to compare data artifacts across government through a common, well-defined model that supports the harmonization of those artifacts and the creation of “common entities”.

In order to realize these capabilities, it is critical that data are architecturally tied to the LOBs that they support. This linkage is established by robust description capabilities which enable the meaning and purpose of the data to be made clear and unambiguous. The ability to map the DRM to the BRM (as presented in Appendix A of this specification) provides a valuable “line of sight” between the data and business layers of agency enterprise architectures, as well as ties to cross-cutting LoBs, that further enhances the role of data in supporting mission capabilities and higher levels of services and performance.

The Data Description standardization area defines three types of data: structured, semi-structured, and unstructured. These are described further below.

· Structured data: Data described via the E-R (Entity-Relationship) or class model, such as logical data models and XML documents. Structured data is organized in well-defined semantic “chunks” called entities. 

· Unstructured data: Data that is of unformatted, such as multimedia files, images, sound files, or unstructured text. Unstructured data does not necessarily follow any format or hierarchal sequence, nor does it follow any relational rules.

· Semi-structured data: Data that has characteristics of both structured and unstructured data, such as an e-mail (with structured data such as sender and subject, and unstructured text).

Figure 3-1 depicts these three types of data in relation to a data asset
 that contains both metadata and data:
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Figure 3‑1 Three Types of Data in Relation to Data Asset
In the above figure, the metadata within a data asset describes structured data, and it is represented in the form of a data model that describes two entities: A “Customer” entity and an “Address” entity. Attributes of each entity are listed along with the relationship between the entities (a Customer “has an” Address). Data that is described by this data model is shown in the form of multiple rows in a spreadsheet. Unstructured and semi-structured data are described using “card catalog-like” metadata (e.g. author, identifier, description, etc.).

The Data Description standardization area represents a set of things with common characteristics across government in an attempt to solve the commonly shared problem “unusable data are enterprise-wide.”  In other words, it is not that we lack data to manage the enterprise, but that the enterprise data assets we have are often unusable, because they are poorly utilized, disconnected from our actions, and not well-characterized by users of the data.  Data is worthless if it is lost within a mass of other data and cannot be distinguished or discovered. 

You have probably experienced problems with Data Description on your own desktop:

· Do you have a structure that you use to store data?  
· How do you name your files so that you can quickly retrieve the information you need to do your work?  
· Can others access this information so that they can benefit from your work? 

Now expand this problem to the government’s data holdings and you can imagine the scope of this problem.

Obviously, multiple causes contribute to the data usability problem, but one solvable and common root cause could be attributed to technology factors.  Using the root cause analysis diagram below, multiple causes of unusable enterprise data can be found from the interaction of people, process, tools, and technology.
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Using the line of reasoning below, data usability if affected by the following causes
:

1. Why is the data unusable?

Because you can’t locate it when you need it – [Process]
2. Why can’t you locate the data?  

Because it’s not named or saved in any standard way – [Process]
3. Why was the data not saved in any standard way?  

Because we don’t have a consistent and broadly usable common approach to expose and share its data resources across the enterprise – [Tools and People]
4. Why don’t you have the enterprise-wide guidance you need?

Because program-specific legislation, data classification, and security and privacy differences add complexity to the problem.  Combined with funding allocations along program-specific boundaries, these factors lead to inconsistency in data definitions and management across the government – [People and Technology]
5. Why don’t you have access to clear guidance for data definition, data classification, and security and privacy regardless of funding or program-specific legislation?

Because these standards are not part of our everyday work environment (desktops, processes, and communications), nor are they routinely used in our meetings and teleconferences – [Technology]
According to the Gartner paper cited above:

“These root causes, in turn, encourage isolationism and effort duplication, rather than sharing, and create data islands that predominantly serve only the needs of close-knit functional communities. Ultimately, these problems manifest themselves through increased costs for data development and management, critical data that isn't shared and depreciated constituent service.”
Therefore, if a technology could bridge the well-structured data in Line of Business (LOB) enterprise applications and the ill-structured data within a typical work environment (desktop applications, meetings minutes, teleconferences) so that the technology could be uniformly applied across the entire enterprise, then the following benefits would be realized:

· Process data could have improved connectivity to workflow

· Regulations and standards could be more integral to process-based solutions and technologically enforced

· Enterprise architectures could be more applicable to a given user’s context

· Collaborative tools could be capable of connecting to both LOB and desktop users

· Lack of access to LOB training and tools could be less critical

· Business users could connect their deep knowledge of business issues to their LOB

· Ultimately, the data in these newly bridged applications would become more usable

It is only logical to assume that if a standard technology could establish a bridge between the well-structured data in these and other LOB applications and the ill-structured data in our typical work environments and could be easily shared, then data could become more usable across the entire enterprise.

However, the two causes that remain unsolved by a technology-based solution become significant challenges for DRM Data Description standardization. 

These two remaining challenges are to:

· Better explain the role of data in the enterprise 

· Increase user competencies in both data description patterns and structured, unstructured and semi-structured data

The key to improving data usability and relieving the burden on individual users is to reenergize the role of data across all enterprise business processes. 

Data Description Abstract Model

The Data Description abstract model is shown in figure 3-3. It depicts the concepts that comprise the Data Description standardization area and the relationships between them. Concepts are expressed as boxes, while relationships are expressed as arrows. A concept group, an aggregation of related concepts, is also expressed in the Data Description abstract model as the Data Schema concept group.

NOTE: The “Document” concept below represents an example of one kind of data object.
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The following are definitions for each of the concepts and relationships within the abstract model shown above. Conventions used are:

· Only “outbound” relationships are listed (i.e. those that originate from the concept);

· The concepts are presented in an order that will ensure the best possible understanding, and specific examples are provided where appropriate;

· Though cardinality is not expressed in the abstract model, the descriptions below may include cardinality (e.g. “one or more”) for purposes of clarity;

· Concept names will be capitalized as in the abstract model itself (e.g. “Digital Data Resource”), while relationship names will be expressed in italics, and without any hyphens that may appear in the relationship name in the abstract model (e.g. “is constrained by”). This is done so that the definitions below can take on as narrative a tone as possible. The reader should therefore be able to easily visually navigate through the abstract model as they read the definitions below. 

· Each concept will be referred to in a quantity of one (e.g. “An Entity contains an Attribute”) for purposes of simplicity as the abstract model does not depict cardinality. However, implementations based on the DRM will introduce cardinality as needed according to their requirements. 

Data Schema: A representation of metadata, often in the form of data artifacts such as logical data models or conceptual data models. The Data Schema concept group is comprised of those concepts pertaining to the representation of structured data. 

· Relationships: 
· A Data Schema defines a Structured Data Resource

· A Data Schema describes a Structured Data Asset

Entity: An abstraction for a person, place, object, event, or concept described (or characterized) by common Attributes. For example, “Person” and “Agency” are Entities. An instance of an Entity represents one particular occurrence of the Entity, such as a specific person or a specific agency. 

· Relationships: 
· An Entity contains an Attribute

· An Entity participates in a Relationship with another Entity

Data Type:  A constraint on the type of data that an instance of an Attribute may hold (e.g. "string" or "integer").  

· Relationships:  

· None

Attribute:  A characteristic of an Entity whose value may be used to help distinguish one instance of an Entity from other instances of the same Entity. For example, an Attribute of a “Person” Entity may be “Social Security Number (SSN)”. An SSN is used to distinguish one person (i.e. one instance of a “Person” Entity) from another.
· Relationships: 
· An Attribute is constrained by a Data Type

Example: The “SSN” Attribute of a “Person” Entity may have a Data Type of “string” (if hyphens are included with the SSN) or “integer” (if hyphens are not included).

Relationship:  Describes the relationship
 between two Entities.

· Relationships: 
· A Relationship relates an Entity

Example: A “Person” Entity may have a Relationship with an “Agency” Entity of “works for”.

Digital Data Resource: A digital container of information, typically known as a file. A Digital Data Resource may be one of three specific types of data resources, each corresponding to one of the three types of data described earlier, and each described below (see “Structured Data Resource”, “Semi-Structured Data Resource”, and “Unstructured Data Resource”).
· Relationships:  

· A Digital Data Resource describes a Semi-structured Data Asset

· A Digital Data Resource describes an Unstructured Data Asset

Structured Data Resource: A Digital Data Resource containing structured data.  

· Relationships: 
· A Structured Data Resource is a type of Digital Data Resource

Semi-Structured Data Resource: A Digital Data Resource containing semi-structured data.

· Relationships: 
· A Semi-Structured Data Resource is a type of Digital Data Resource

Unstructured Data Resource: A Digital Data Resource containing unstructured data. 

· Relationships: 
· An Unstructured Data Resource is a type of Digital Data Resource

Document:  A file containing Unstructured and/or Semi-Structured Data Resources.  

· Relationships: 
· A Document may contain an Unstructured or Semi-Structured Data Resource

· A Document refers to an Entity

Example (relationship with Entity): A query that states “Find all Documents in which the following person is referenced".

NOTE: While a Document can contain structured data, it normally has explanatory material included, which would cause it to therefore be considered semi-structured.  It is for this reason that there is no “contains” relationship from Document to Structured Data Resource. It is very important to separate Documents from Structured Data Resources because they are processed very differently. The difference between a Document and a Digital Data Resource, therefore, is that a Digital Data Resource can contained structured data.

2.3. Data Description Attributes

This section will expand on the concepts presented above to include attributes
 that are associated with each concept in the Data Description abstract model. A description will be provided for each attribute, along with an example where necessary for clarity. All Unstructured Data Resource attributes and their descriptions are taken from the Dublin Core Metadata Initiative (DCMI), Version 1.1, available at http://dublincore.org/documents/dcmi-terms/. All references to “resource” within descriptions of Unstructured Data Resource should therefore be interpreted as “Unstructured Data Resource”. The above URL provides additional information on attribute descriptions and usage.

	Concept
	Attribute
	Description
	Example

	Entity
	Identifier

	A unique string associated with an Entity for identification purposes. 
	“200XCB”

	
	Name
	The name of an Entity. 
	“Person”

	
	Description
	A description of an Entity. 
	 

	Data Type
	Name
	The name of a Data Type.
	“string”

	
	Description
	A description of a Data Type.
	 

	Attribute
	Name
	The name of an Attribute.
	“Date Of Birth”

	
	Description
	A description of an Attribute.
	 

	Relationship
	Name
	The name of a Relationship.
	“works-for”

	
	Origin
	Name of the concept that is the origin (i.e. the “from” concept) of a Relationship.
	 

	
	Destination
	Name of the concept that is the destination (i.e. the “to” concept) of a Relationship.
	 

	Digital Data Resource
	See “Structured Data Resource”, “Semi-Structured Data Resource”, and “Unstructured Data Resource”


	Structured Data Resource
	See all concepts within “Data Schema” group

	Semi-Structured Data Resource
	See “Structured Data Resource” and “Unstructured Data Resource”

	Unstructured Data Resource

	Title
	A name given to the resource.
	“Information Exchange Report – July 2005”

	
	Resource Identifier
	An unambiguous reference to the resource within a given context.
	“200XCB”

	
	Date
	A date of an event in the lifecycle of the resource. Will typically be associated with the creation or availability of the resource.
	 

	
	Creator
	An entity
 primarily responsible for making the content of the resource. 
	 

	
	Format
	The physical or digital manifestation of the resource. Typically, format may include the media-type or dimensions of the resource.
	“text/plain”

	
	Description
	An account of the content of the resource.
	 

	
	Source
	A reference to a resource from which the present resource is derived. Recommended best practice is to reference the resource by means of a string or number conforming to a formal identification system.
	“300YDC”

	
	Subject
	A topic of the content of the resource.
	

	
	Resource Type
	The nature or genre of the content of the resource.
	“Service”

	
	Publisher
	An entity responsible for making the resource available.
	 

	
	Contributor
	An entity responsible for making contributions to the content of the resource.
	 

	
	Language
	A language of the intellectual content of the resource.
	“eng”

	
	Relation
	A reference to a related resource.
	“400ZED”

	
	Coverage
	The extent or scope of the content of the resource.
	“Chicago”

	
	Rights Management
	Information about rights held in and over the resource.
	“Public domain”

	Document
	See “Structured Data Resource” and “Semi-Structured Data Resource”


2.4. Data Description Example

This section provides a usage example for the Data Description standardization area. It is based on an existing implementation of the DRM at DOI, for the Recreation One Stop initiative.

The DOI recreation functions deliver services that make up Recreation One Stop. DOI has created various “information classes” that describe the data required for Recreation One Step – these are shown in figure 3-3:


Figure 3‑3 Recreation One Stop information classes

The above figure represents a conceptual data model, in which each information class is equivalent to the Data Description standardization area’s Entity concept. Attributes are not represented in the conceptual data model – however, they are represented in logical data models that are derived from the conceptual data model. Names of relationships between classes are omitted from the above figure below for purposes of simplicity; however, some are generally evident (such as Customer makes-a Reservation).

DOI used the ISO/IEC 11179 Metadata Registries standard for the metadata attributes that describe its data. ISO/IEC 11179 is a Metadata Registry standard that can be used by implementations based on the DRM to register and represent the metadata describing data within their data assets.

DOI identified those data subject areas
 that needed to be shared between business areas of the DOI enterprise. Figure 3-4 depicts one such example involving three “business focus areas” and the citizen. Several information classes shown earlier are evident – for example:

· Customer

· Event

· Financial Transaction


Figure 3‑4 DOI Three Business Focus Areas

Common data and data sharing opportunities were also identified using identified data subject areas as a unifying mechanism across COIs, as shown in figure XX: 


Figure 3‑5 COIs identified data subject areas

Logical data models were also developed according to business context, using the FEA BRM. The following is an example of one such logical data model:

\
[image: image7]
Figure 3‑6 FEA BRM Logical Data Models
The above figure depicts a RECREATION-AREA entity along with various attributes (RECREATION-AREA LEGACY, RECREATION-AREA URL, etc.). Each attribute name is followed by its data type (e.g. “IDENTIFIER”, “TEXT”), and several relationships are shown. For example, the relationship between a RECREATION-AREA entity and a RECREATION-AREA-EVENT entity is depicted at the top right, with the relationship based on a mapping between a RECREATION-AREA identifier and an EVENT identifier.
2.5. Expanded Concepts

This section presents expanded concepts that can enhance understanding of the Data Description standardization area. The following topics are presented:

· Logical Data Models: A brief overview of logical data models and various formats in which they may be represented.

· Types of Data: A more in-depth discussion of the types of data that the Data Description standardization area defines (structured, semi-structured, and unstructured). 

· Types of Metadata: A discussion of various types of metadata and how they may be used.

2.5.1. Logical Data Models

A logical data model is a data artifact that represents the concepts (entities) that are specific to a domain, their attributes, and the relationships between the concepts. Logical data models may also contain data types for attributes. The following figure depicts an example of a simple logical data model:


[image: image8]
Figure 3‑7 Logical Data Model example

In the above figure, there are the concepts of “Person”, “Name”, and “Residence”. Each concept has attributes, such as “First” and “Last” for the “Name” concept. Additionally, the relationship between each concept is shown. Though relationship names are not depicted, many are evident; for example, a Person “has a” Name, and “lives at” a Residence. Similarly, though data types are not depicted, many are evident; for example, a first name would be of data type “string” (or similar, such as “char”).

Logical data models are often derived from conceptual data models, which are higher-level data artifacts that are often used to explore domain concepts with project stakeholders. They are also often used to create physical data models which define the internal data schema of a database in terms of its tables, table columns (also known as fields), field data types, etc. 

Logical data models may be represented in multiple different formats. For example, a logical data model may be represented as a class model in which entities are represented as classes (in the object oriented sense), and relations between entities are represented as class/subclass hierarchies. The Unified Modeling Language (UML) standard is an example of a standard for creating class diagrams that represent class models. The following is an example of a UML class diagram:


[image: image9]
Figure 3‑8 Sample Class Diagram
 SOURCE : http://www.visual-paradigm.com/VPGallery/diagrams/Class.html. Permission pending. 

A logical data model may also be represented as an E-R model. An E-R model is a conceptual data model that views a domain as entities, and the relations between them. E-R models are primarily used for illustrating the interrelationships between entities in a database through E-R diagrams. The following is an example of an E-R diagram:

  Figure 3‑9 Entity Relationship Diagram

[image: image10]
SOURCE : http://www.visual-paradigm.com/VPGallery/datamodeling/index.html . Permission pending.

2.5.2. Types of Data 

In any enterprise, data is often hidden in large, back-end databases and Commercial Off The Shelf (COTS) database applications. These applications include systems of systems such as enterprise resource planning (ERP) systems, customer relationship management (CRM) systems, financial management systems (FMS), and other specialized application-based systems that structure content. 

These systems usually consist of databases or data warehouses, and applications that collect and manage data for a specific Line of Business. 

Specialists, who spend most of their time interacting with a single structured system, often become the primary users of the data they create. 

In order to better answer “What types of data will be used in this investment?” the DRM Data Description standardization area defines standard data classes (types of data). In the past, these standard data classes were categorized only by the BRM. The high level of data categorization that is organized by Business Reference Model (BRM) categories is not sufficient to promote easy data location and sharing. The DRM Data Description standardization area adds to the guidance in the OMB business case justification process for filers to use more detailed data classification categories listed below:

· Structured data

· Unstructured data

· Semi-structured data

Each of these will be discussed in further detail below.

2.5.2.1. What is Structured versus Unstructured Data?

The majority of users in the enterprise are not directly involved with the creation or management of data in a structured data system. Structured data is organized in well-defined semantic chunks (entities).   Similar entities are grouped together (relations or classes) and entities in the same group have the same descriptions (attributes) and descriptions for all entities in a group (data model or schema) have the same defined format, have a predefined length, are all present, and follow the same order (business rules). This data persists even after the user is no longer online.

Many users perform their work in desktop applications such as Word documents, Outlook® or LotusNotes e-mail messages, and Excel spreadsheets or on the telephone or in meetings. The effectiveness of these users depends on their ability to find specific data, to make decisions that are based on that data, and to then communicate information about that data to others. Data that is stored in these desktop applications or conversations is referred to as ill-structured or unstructured data because that data does not continue to exist in data storage libraries that can be used by other applications and users.  This data depends on the deep knowledge and collaborative capabilities of the individual user for lasting value.  

Unstructured data can be of any data type.  It does not necessarily follow any format or hierarchal sequence nor does it follow any relational rules.  Unstructured data is simply not predictable.  Examples of unstructured data include: text, video, sound, and images.

2.5.2.2. What is Semi-Structured Data?

Fortunately, the gap between the structured and unstructured data worlds is closing with the advent of semi-structured data. Semi-structured data predates the extremely popular semi-structured data formats of XML (Extensible Markup Language), but not HTML(HyperText Markup Language).  Semi-structured data is available in:

· Database systems

· File systems, e.g., bibliographic data, and Web data

· Data exchange formats, e.g., Electronic Document Interchange (EDI), scientific data, Optical Character Recognition (OCR) data

Semi-structured data reconciles the database and document "worlds." The international text processing standard of SGML (Standard Generalized Markup Language, ISO 8879:1986(E)) was developed by separating document format from document content.  To meet the challenges of large-scale electronic publishing SGML developed into XML. XML is universally accepted as the lingua franca or commonly understood language for defining semi-structured data in a way that adapts to the individual user.

Semi-structured data is typically organized in semantic entities where entities with similar meanings are grouped together (schemas) and entities in same group may or may not have same descriptions (attributes). Unlike structured data, the order of attributes is not necessarily important, not all attributes may be required, and the size and type of same attributes in a group may differ (business rules). 

Semi-structured data is capable of adapting to the user’s needs at the point of need. This adaptability applies to language, format, applications, and data naming. In other words, semi-structured data lets communities of users agree to disagree and still be able to share data that permits knowledge sharing. 

To clarify, the example below shows semi-structured data in an e-mail application.  Note that while the semantic meaning of Name is shared by all data elements, the business rules or structures applied to this data are certainly not shared.  

name:  John Doe 

email: doe@PreferredCompany, doe@epa.gov
name: 

 first name: Jane 

 last name: Doe 

email: jane.doe@PreferredCompany
The advantages and disadvantages of semi-structured data are summarized in Table 3-1. According to surveys performed by network storage vendors, over 70% of all data in the enterprise today is either unstructured or semi-structured.

Table 3-1  Advantages and Disadvantages of Semi-structured data

	Advantages
	Disadvantages

	Easy to discover new data and electronically load and share the data
	Slower to load the data, harder to enforce enterprise policies related to data sharing

	Easy to integrate different types of data 


	Makes optimization for data discovery and data identification harder 



	Easy to query without knowing data types 


	Loses the data type information  




The disadvantages of semi-structured data have inspired many new technologies and regulations related to data management.  For example, since e-mail has been a primary communication tool since the mid-1990s, there are now a large number of readily available tools for bringing e-mail systems in line with enterprise-wide policies. 

While these semi-structured data management tools are not as widely deployed as the older database management utilities, they do better enable the implementation of broad policies concerning e-mail retention, content and use. Furthermore, while individual e-mails are controlled by the end user, the fact that e-mails are gathered into a central repository (e.g. Exchange, LotusNotes document database) under the control of a single administrator makes the implementation of policy relatively easy to accomplish.  National Archives Records Agency (NARA) defines the regulations for e-mail retention in government; Sarbanes-Oxley (SOX) defines the regulations for e-mail retention in industry.

· Semi-structured data that represents its business context can provide the technology-based solutions that resolve our original data description problems that led to unusable data being everywhere.

· Semi-structured data provides reusable schemas that can connect to business process workflows

· Semi-structured data integrates portals of regulations and standards to business process workflows and can technologically enforce their usage

· Semi-structured data relates enterprise architectures directly to a user’s context

· Semi-structured data enables collaborative tools connecting all authorized users

· Semi-structured data negates much of the need for LOB training and tools

As with any technology-based solution, new and often unforeseen challenges result from its widespread adoption. 

The known challenges that face users of semi-structured data include:

· Improve the speed of loading semi-structured data

· Develop tools and training that improve users’ understanding of semi-structured data and enforce enterprise policies related to authorized data sharing  

· Optimize semi-structured data for data discovery and data identification

· Develop methods for capturing data type, such as Document Type Definitions (DTDs) or knowledge-based taxonomies that provide reusability for data regardless of type 

To mitigate these disadvantages that are inherent in semi-structured data, the DRM Data Description standardization area defines a data pattern or enterprise-wide data model that enables improvements in automated data sharing across government. Business users of the DRM can be assured that data can be securely managed regardless of where data are collected and stored.  

Because the reusability of data is specifically encouraged by the OMB-300, proposed investments often share common data descriptions for generic types of data following the BRM definitions and DRM data access methodologies.  If the investment does not share data, then OMB requires that the legal reasons for not sharing data must be identified and the risks and barriers associated with these legal reasons must be thoroughly analyzed. 

2.5.2.3. Types of Metadata
Data about data, or metadata, help users share application-specific understandings. There are three main types of metadata that are identified in NISO in 2004 (ISBN 1-880124-62-9) as:

· Descriptive metadata: Describes a resource for purposes such as discovery and identification. It can include elements such as title, abstract, author, and keywords.

· Structural metadata: Indicates how compound objects are put together, for example, how pages are ordered to form chapters.

· Administrative metadata: Provides information to help manage a resource, such as when and how it was created, file type and other technical information, and who can access it. Subsets of administrative data include:

· Rights management metadata, which deals with intellectual property rights, and

· Preservation metadata, which contains information needed to archive and preserve a resource.

After application metadata is defined, it is used to identify data and is saved in a metadata repository using a variety of methods. The metadata in these repositories may be described, structured, and administered in a variety of ways. The DRM, through the Data Description standardization area, provides a standard classification method for describing, structuring and administering metadata. Data that does not adhere to these classification methods can be harmonized with other data using a variety of standard metadata tools.  There are a number of metadata standards that may be useful depending upon the requirements of the application.  

Users and applications, who are migrating from maintaining private data (e.g., data within system-specific storage) to making data available in community- and Enterprise-shared spaces (e.g., trusted servers and services available on the Internet), may use metadata registries.  There are multiple kinds of registries and repositories, but each data registry or repository is defined by its purpose.  Some are for data sharing and discovery, some are for data archival, and some are for data migration.  It is always important to have a clear purpose and plan for data registries and repositories.  Appendix D Provides information on registries and repositories, and how they support the DRM.

3. Data Context
This chapter describes the Data Context standardization area of the DRM. The purpose of the Data Context standardization area is to enable discovery of data and to provide linkages to the other FEA reference models.  This chapter conveys an architectural pattern for the categorization of data according to taxonomies that are comprised of topics. It also describes the overall structures, methods and benefits for endowing data with context and provides practical examples on their beneficial use.

3.1. Chapter Organization

This chapter is organized as follows:

· Introduction: Provides introductory information regarding the Data Context standardization area;

· Data Context Abstract Model: Presents and describes the Data Context abstract model;

· Data Context Example: Provides a usage example to further explain the Data Context standardization area;
· Expanded Concepts: Presents further concepts and details that can enhance understanding and use of the Data Context standardization area;

3.2. Introduction

In general, context essentially acts as a ‘lens” through which something is viewed. For example, given different situations, one may view the same thing differently in each situation – i.e. in a different context. One may also view something through a number of different “lenses”, i.e. through a number of different contexts.

Data context is any information that provides additional meaning to data. It typically specifies a designation or description of the application environment or discipline in which data is applied or from which it originates. Data context provides perspective, significance, and connotation to data, and is vital to the discovery, use, and comprehension of data. Context often takes the form of a set of terms or phrases that are organized in lists, hierarchies, or trees. Such terms or phrases may be referred to as “context items”. Collectively, data context can be referred to as “categorization” or “classification”, and the groupings of context items can be called “categorization schemes” or “classification schemes.”  Classification schemes can include simple lists of terms (or terms and phrases) that are arranged using some form of relationship, such as a hierarchy and tree relationship structures, or by specifying equivalence. Many classification schemes are formally created and administered using a set of rules describing how they are named and designed and how they can be used within a particular organization. In some applications of context, an entity may be related to one or more items or terms in a classification scheme, in an informal manner.  In other applications, these associations are more informal and may only infer a basic implication of relationship, without further specification. In a broad sense, all classification schemes are a form of taxonomy. A taxonomy is an example of a “context artifact”.

Data categorization aids in the process of data discovery, comprehension, and data sharing by providing data with perspective, significance, connotation, and an understanding of the environment in which it is defined and used.  A consistent method of defining, using, and sharing information about data context offers greater potential for sharing and reuse of data across diverse and large organizations, including the government as an enterprise.  Categorization via taxonomies is particularly effective within Communities of Interest because subject matter experts can explicitly convey the best perspective or view into their collective data assets which delivers higher precision recall for their narrow community.  

To satisfy a broad, general audience, as in the case of citizen access to public information, modern search engines are an effective means of discovering and retrieving unstructured and semi-structured information.  Search technology, like the popular Google™ search engine, indexes unstructured and semi-structured documents (like Web pages) and returns a result set in response to a keyword-based query.   The speed of the returned results often offsets the large quantity of hits (or matches) in the result set.  In summary, search effectively serves information sharing to citizens and the techniques expressed in this section effectively serve information sharing within communities of interest.

Agencies and organizations, participating in COIs, are called upon to categorize their data using taxonomies that may be defined and/or exchanged using the DRM’s Data Context standardization area.  Once shared in data registries, these taxonomies become vehicles for discovering data that offers value for data sharing.  Additionally, data consumers can subscribe to topics published within data registries, further enhancing data discovery. Lastly, for citizen-access to semi-structured and unstructured information, enterprise search technologies should be used.

3.3. Data Context Abstract Model

The Data Context abstract model is shown in figure 4-1. It depicts the concepts that comprise the Data Context standardization area and the relationships between them. Concepts are expressed as boxes, while relationships are expressed as arrows. 
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Figure 4‑1 Data Context Abstract Model

The following are definitions for each of the concepts and relationships within the abstract model shown above. Conventions used are:

· Only “outbound” relationships are listed (i.e. those that originate from the concept);

· The concepts are presented in an order that will ensure the best possible understanding, and specific examples are provided where appropriate;

· Though cardinality is not expressed in the abstract model, the descriptions below may include cardinality (e.g. “one or more”) for purposes of clarity;

· Concept names will be capitalized as in the abstract model itself (e.g. “Data Asset”), while relationship names will be expressed in italics, and without any hyphens that may appear in the relationship name in the abstract model (e.g. “provides management context for”). This is done so that the definitions below can take on as narrative a tone as possible. The reader should therefore be able to easily visually navigate through the abstract model as they read the definitions below. 

· Each concept will be referred to in a quantity of one (e.g. “A Topic categorizes a Data Asset”) for purposes of simplicity as the abstract model does not depict cardinality. However, implementations based on the DRM will introduce cardinality as needed according to their requirements. 

· In some cases, concepts that are part of another standardization area are included in definitions and examples below. These concepts will not be described further in this chapter; the reader should reference the pertinent chapter for definitions and examples for those concepts.

Taxonomy: A collection of controlled vocabulary terms organized into a hierarchical structure. Taxonomies provide a means for categorizing or classifying information within a reasonably well-defined associative structure, in which each term in a Taxonomy is in one or more parent/child (broader/narrower) relationships to other terms in the Taxonomy. A common example of a Taxonomy is the hierarchical structure used to classify living things within the biological sciences from Carols Linnaeus, as shown in Figure 4‑2:


Figure 4‑2 Carols Linnaeus Taxonomy

· Relationships: 
· A Taxonomy contains a Topic

· A Taxonomy is represented as a Structured Data Resource

Example: A taxonomy expressed in W3C Web Ontology Language (OWL) format.
Structured Data Resource:  See the Data Description chapter.

Topic:  A category within a Taxonomy. A Topic is the central concept for applying context to data. For example, an agency may have a Taxonomy that represents their organizational structure. In such a Taxonomy, each role in the organizational structure (e.g. CIO) represents a Topic. Topic is often synonymous with “node”.

· Relationships: 
· A Topic categorizes a Data Asset

· A Topic may categorize a Digital Data Resource

· A Topic may categorize a Query Point

· A Topic may categorize an Exchange Package

· A Topic participates in a Relationship with another Topic

Digital Data Resource:  See the Data Description chapter.

Query Point:  See the Data Sharing chapter.

Exchange Package:  See the Data Sharing chapter.

Relationship:  Describes the relationship
 between two Topics. 

· Relationships: 
· A Relationship relates a Topic

Example: A “Person” Entity may be represented in one Data Asset in a “Customer” context because it is part of a CUSTOMER_INFO table. However, the same Entity may be represented in a “Suspect” context on law enforcement Web site. The metadata that is associated with the “Person” Entity would be different in each context – for example, the “Suspect” context would likely include physical characteristic metadata (height, hair color, etc.), while the “Customer” context would not.

Data Asset:  A managed container for data; synonymous with data source. In many cases, this will be a relational database; however, a Data Asset may also be a Web site, a document repository, directory or data service.

· Relationships: 
· A Data Asset provides management context for a Digital Data Resource

Example: A document that is stored and managed within a data asset (such as a document repository) has management context provided for it through the metadata that is associated with that document within the document repository. Such metadata may include the Dublin Core attributes that are described in the Data Description chapter.

Data Steward:  A person responsible for managing a Data Asset. 

· Relationships: 
· A Data Asset may be managed by a Data Steward 

Other FEA Reference Model:  This concept represents the four other FEA reference models – the Business Reference Model (BRM), the Service Component Reference Model (SRM), the Technical Reference Model (TRM), and the Performance Reference Model (PRM). Its purpose is to provide a linkage to these other reference models, which are themselves Taxonomies. These are depicted as a special kind of Taxonomy due to their importance in overall classification of information.

· Relationships: 
· The Other FEA Reference Models are types of Taxonomies

3.4. Data Context Attributes

This section will expand on the concepts presented above to include attributes that are associated with each concept in the Data Context abstract model. A description will be provided for each attribute, along with an example where necessary for clarity. 

	Concept
	Attribute
	Description
	Example

	Taxonomy
	Identifier

	A unique string associated with a Taxonomy for identification purposes.
	“200XCB”

	
	Name
	The name of a Taxonomy. 
	“Geographic Areas”

	
	Description
	A description of a Taxonomy. 
	 

	Topic
	Name
	The name of a Topic.
	“Country”

	
	Description
	A description of a Topic.
	 

	Relationship
	Name
	The name of a Relationship.
	“part-of”

	
	Origin
	Name of the concept that is the origin (i.e. the “from” concept) of a Relationship.
	 

	
	Destination
	Name of the concept that is the destination (i.e. the “to” concept) of a Relationship.
	 

	Data Asset
	Identifier
	A unique string associated with a Data Asset for identification purposes.
	“333XBD”

	
	Type
	Type of Data Asset – e.g. database, Web site, registry, directory, data service, etc.
	“database”

	
	Geospatial Enabled
	Designates whether or not the Data Asset supports or provides Geospatial data.
	“yes”

	Data Steward
	Employee ID
	Data Steward’s employee ID.
	

	
	Department
	Department for which Data Steward works.
	

	
	Initial Date
	The date that the Data Steward became associated with the Data Asset.
	

	Other FEA Reference Model
	Acronym
	Reference model acronym.
	“BRM”

	
	Name
	Reference model name.
	“Business Reference Model”


3.5. Data Context Example

This section provides a usage example for the Data Context standardization area. It is based on an existing implementation of the DRM at DOI, for the Recreation One Stop initiative.

One or more contexts for an entity may be conveyed by creating an association between the entity and a context item that is part of a classification scheme. For example, an exam may be given at a university for different purposes. One purpose may be to evaluate the student’s ability to meet the requirements of a course, as with a midterm or final exam for a given semester. Another purpose may be that of a comprehensive exam for a graduate program, in which the exam is intended to evaluate the student’s capabilities as an expert in their primary field of graduate study. In each of these cases, the “exam” entity has a different context because it is associated with a different context item – one context item relating to a semester, another relating to a graduate program. Each of these context items can be considered to be part of a classification scheme involving types of exams.

Figure 4-4 depicts examples of five different classification schemes as applied to a single entity within the DOI DRM implementation:


Figure 4‑3 DOI DRM classification schemes

The entity in this example is a data entity called RECREATION-AREA. Classification scheme (1), which provides subject area and information class context, represents part of a high-level data architecture listing subject areas and information classes. Two topics (more precisely, a topic and a subtopic) from this classification scheme are shown, and a “subclass-of” relationship exists between the parent topic RECREATION and the child topic RECREATION INVENTORY. This conveys that the RECREATION-AREA is part of the RECREATION INVENTORY.  

Classification scheme (2), which provides organization context, represents part of an organization hierarchy for a Federal Department. One topic from this classification scheme is shown, and relating the RECREATION-AREA entity this topic (“National Park Service”) indicates that a recreation area is used or processed by the organization known as National Park Service. This categorization capability also provides a mechanism to identity common data across organizations.

Classification scheme (3), which provided business context using the FEA Business Reference Model (BRM) reference model, represents part of the FEA BRM taxonomy. One particular sub-function topic (“Recreational Resource”) is shown, along with the its parent hierarchy topics for Line of Business (“Natural Resources”) and Business Area (“Service for Citizens”). The RECREATION-AREA entity is related to the FEA BRM sub-function of “Recreational Resource”, which establishes the business context for this entity. This indicates that data about a RECREATION-AREA is typically created, updated, processed or deleted by systems that support the Recreational Resource sub-function.

Classification scheme (4), which provides service context, indicates specific services related to the processing of  RECREATION-AREA data. One topic from this classification scheme is shown, which represents the specific purpose of a given service. Relating the RECREATION-AREA entity this topic (“Service: Get Recreation Inventory”) indicates that the entity RECREATION-AREA is part of the information model associated with this service – that is, it is a key piece of data that is provided when this service is invoked, and indicates the exact recreation area for which an inventory of recreation assets should be obtained. 

Classification scheme (5), which provides data asset context, indicates specific systems, applications, or physical data stores that process data related to RECREATION-AREAs. One topic from this classification scheme is shown, and relating the RECREATION-AREA entity to this topic (“Recreation Information Database (RIDB)”) indicates that instances of RECREATION-AREA data exist as records in the Recreation Information Database (RIDB).  This type of context may also describe the process method that a particular system may apply to an entity, such as creating instances of the entity, updating instances, deleting instances, or simply referencing instances.    

3.6. Expanded Concepts

This section presents expanded concepts that can enhance understanding of the Data Context standardization area. The following topics are presented:

· Basic Classification Mechanisms: Describes various mechanisms that are used for classification, each with a different purpose and complexity level;

· Classification Formality Types: Describes two primary types of classification, informal classification and formal classification;

3.6.1. Basic Classification Mechanisms

Classification is something that people do in everyday life, and in everyday situations. In order to understand something, we often relate it to something else that we already understand. This gives context to that which we are trying to understand. 

Such classification is acceptable for a general understanding of the world, but much greater formality is needed when defining context for the large amount of concepts that exist in even the simplest of organizations.   Because the end goal of data classification is to assist in discovering, understanding, and sharing data, the application of context to data is often complex and requires a specific comprehension of basic classification methods. At its most basic level, classification can be represented using structures such as lists, hierarchies, and trees.  The basic methods of classification are structured to enable displaying the different types of relationships among the terms they contain.  Sometimes classification is accomplished using parent-child pairs, while at other times it takes the form of a “polyhierarchy” or networked relationships, where each item may be related to one or more other items without the direct notion of a parent-child pair. The notion of a controlled vocabulary is key to achieving robust classification.

A controlled vocabulary is set of terms that have been explicitly enumerated. This set is controlled by and is available from a controlled vocabulary registration authority
. At a minimum, the following two rules must be enforced for controlled vocabularies:

· If the same term is commonly used to mean different concepts in different contexts, then its name is explicitly qualified to resolve this ambiguity;
· If multiple terms are used to mean the same thing, one of the terms is identified as the preferred term in the controlled vocabulary and the other terms are listed as synonyms or aliases;
There are four primary types of controlled vocabularies, determined by their increasingly complex structure. These are:

· List

· Synonym Ring

· Taxonomy

· Thesaurus

Figure 4- depicts how the increasingly complex structure of these controlled vocabularies is dictated by the requirements of the types of relationships each must accommodate:


Figure 4‑4 Controlled Vocabularies Complexity

Each of these types of controlled vocabularies has a specific use, as described below. Taxonomies will not be described further below, as they were described earlier.

3.6.1.1. List

A list is a limited set of terms arranged as a simple alphabetical list or in some other logically evident way. The following is an example of a simple alphabetical list (U.S. states):

Alabama

Alaska

Arkansas

California

Connecticut

Delaware

This type of list is optimized for search capabilities due to its ordering. For example, it is much easier for a human or machine to locate the state of “Connecticut” in the above list than if the list of states were in a random order.

The following is an example of a simple logical list (the planets, in order from the sun):

Mercury

Venus

Earth

Mars

Jupiter

Saturn

Uranus

Neptune

Pluto

This type of list is optimized for knowledge capabilities due to its ordering. For example, the question “What is the closest planet to the sun” can be easily answered using this list.

3.6.1.2. Synonym Ring

A synonym ring is a set of terms that are considered equivalent for the purposes of search and retrieval.  Despite the term “ring”, synonym rings usually occur as sets of flat lists (e.g. term1, term2,…,term X); however, they are often visually represented in a ring formation (as shown below). The following is an example of a synonym ring for a set of terms relating to taking a journey:
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Figure 4‑5 Synonym Rings

Given the synonym ring shown above, a search that includes (for example) “travel” will expand to include all of its synonyms as well. This will therefore appear to the search that they had searched on all of the above terms, rather than only one.

3.6.1.3. Thesaurus

A thesaurus is a networked collection of controlled vocabulary terms. A thesaurus is a higher order form of semantic model than a taxonomy because its associations contain additional inherent meaning. However, unlike a taxonomy, a thesaurus is not hierarchical (i.e. there is only one level below the top node). The nodes in a thesaurus are “terms,” meaning they are words or phrases. The three main thesaurus relationships are:

· Equivalence (synonyms and equivalent terms);

· Hierarchical (broader/narrower terms);

· Associative (more loosely related terms);

For example, the relationship between the terms “Development” and “Educational Development” is “narrower term” because “Educational Development” is a type of (i.e. narrower than) development. Each “narrower term” reference is only one level below the main term.

3.6.2. Classification Formality Types

There are two primary types of classification in terms of the level of formality of the methods that are applied in creation of the classification methods. These are known as informal classification and formal classification. Each of these types is described below.

3.6.2.1. Informal Classification

The development of informal taxonomies and other informal classification methods are prevalent in our world, and particularly on the World Wide Web.  Many Web sites and search utilities offer a basic classification that meets the specific needs of the site or utility, but has not been defined or engineered by formal methods. In such taxonomies, there may or may not be specific types of topics, and the topics that are defined may or may not have formally defined relationships.  For example, figure XX depicts a Web page of a fictitious federal agency containing an informal taxonomy:


Figure 4‑6 Informal Taxonomy Usage Example

Though informal, there is nothing inherently wrong with this method of classification, and it usually provides a specific body of knowledge to its intended audience.

3.6.2.2. Formal Classification

In formal classification, classifications are defined and engineered by formal methods. Formalized classification frameworks define formal relationships between topics, and include specific rules or constraints for those relationships.  

In the earlier DOI example, several formal classification schemes were evident. Among these, classification scheme (1), which provided subject area and information class context, classification scheme (2), which provided organization context, and classification scheme (3), which provides business context using the FEA Business Reference Model (BRM) reference model. For example, in classification scheme (2), it is evident that there is a formal “part-of” relationship between organizations and their sub-organizations. There may also be a rule for this classification scheme that states (for example) that all organizations must be part of DOI, so that entities cannot be associated with external organizations.

4.  Data Sharing

This chapter describes the Data Sharing standardization area of the DRM.  This chapter conveys an architectural pattern for the sharing and exchange of data, with examples for its use.   To guide architects in its use, a Data Source-To-Target Matrix is provided for planning services  required for data access and exchange within and between agencies and COIs to support mission-critical capabilities.  These COIs may include international, state, local and tribal governments.  Data sharing eliminates duplication and/or replication of data, thereby increasing data quality and integrity.   The concepts and relationships of Data Sharing to the Data Description and Data Context standardization areas were introduced in the Overview.

4.1. Chapter Organization

This chapter is organized as follows:

· Introduction: Provides introductory information regarding the Data Sharing standardization area;

· Data Sharing Abstract Model: Presents and describes the Data Sharing abstract model;

· Data Sharing Example: Provides a usage example to further explain the Data Sharing standardization area;
· Expanded Concepts: Presents further concepts and details that can enhance understanding and use of Data Sharing;

4.2. Introduction

Data Sharing is the use of information by one or more consumers that is produced by another source other than the consumer. The need for data sharing often manifests itself in ways that are difficult to predict in advance. This is illustrated by a July 2005 Washington Post article entitled “Pilots Claimed Disability but Kept Flight Status”.  In this article, the Washington Post reported a curious correspondence between records from Social Security Administration (SSA) and Federal Aviation Administration (FAA). Forty pilots who claimed to FAA they were fit to fly were arrested in Northern California, because they had reported debilitating illnesses to SSA that should have grounded them. The data sharing between FAA and SSA that led to the discovery of criminal wrongdoing was somewhat ad hoc in this case; however, it demonstrates how the approaches to data sharing that are described in this chapter could possibly facilitate uncovering potentially many other correlations of interest.

Such data sharing is of importance on the local to federal level as well. On August 17, 2005, in the article entitled “L.A. Holdups Linked to Islamic Group, Possible Terrorist Plot,” the Washington Post reported that a police probe of gas station holdups in Los Angeles grew into an investigation of a possible terrorist plot with connections to a radical Islamic group. The local investigation into the holdups was taken over by the FBI's Joint Terrorism Task Force when L.A. police discovered jihadist literature, bulletproof vests and a list of addresses for local synagogues, the Israeli consulate, National Guard centers and more, in the home of one of the suspects. An anonymous U.S. official was quoted as saying there was reason to believe that terrorist attacks were planned with some of these locations as targets.

While it may have been physical evidence that led the local authorities to contact the FBI in this case, it is easy to imagine how the FBI might have decided to become involved by examining the data collected (reported) by L.A. police.

4.3. Data Sharing Abstract Model

The Data Sharing component of the DRM covers two primary aspects of data sharing: 

· Data Exchange: Fixed, re-occurring transactions between parties, such as the regular exchange of environmental testing data among federal, state, local, and tribal entities;

· Data Access:  Requests for data services, such as a query of a Data Asset
; 

The Data Sharing standardization area is supported by the Data Description and Data Context standardization areas in the following ways:

· Data Description: Robust description of exchange packages and query points supports the capability to effectively share them within and between COIs;

· Data Context: Categorization of exchange packages and query points supports their discovery, and their subsequent use in data sharing and data exchange.

Detailed information about these aspects are defined with in the DRM.  The architect may use the DRM abstract model as a means to organize and share information about the information sharing within the agency/COI that he or she supports.

The Data Sharing abstract model is shown in figure 5-1. It depicts the concepts that comprise the Data Sharing component of the DRM and the relationships between them. Concepts are expressed as boxes, while relationships are expressed as arrows.  
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Figure 5‑1 Data Sharing Abstract Model
The following are definitions for each of the concepts and relationships within the abstract model shown above. Conventions used are:

· Only “outbound” relationships are listed (i.e. those that originate from the concept);

· The concepts are presented in an order that will ensure the best possible understanding, and specific examples are provided where appropriate;

· Though cardinality is not expressed in the abstract model, the descriptions below may include cardinality (e.g. “one or more”) for purposes of clarity;

· Concept names will be capitalized as in the abstract model itself (e.g. “Exchange Package”), while relationship names will be expressed in italics, and without any hyphens that may appear in the relationship name in the abstract model (e.g. “refers to”). This is done so that the definitions below can take on as narrative a tone as possible. The reader should therefore be able to easily visually navigate through the abstract model as they read the definitions below. 

· Each concept will be referred to in a quantity of one (e.g. “An Exchange Package refers to an Entity”) for purposes of simplicity as the abstract model does not depict cardinality. However, implementations based on the DRM will introduce cardinality as needed according to their requirements. 

· In some cases, concepts that are part of another standardization area are included in definitions and examples below. These concepts will not be described further in this chapter; the reader should reference the pertinent chapter for definitions and examples for those concepts.

Exchange Package: A description of a specific recurring data exchange between a Supplier and a Consumer. An Exchange Package contains information (metadata) relating to the exchange (such as Supplier ID, Consumer ID, validity period for data, etc.), as well as a reference to the Payload (message content) for the exchange. An Exchange Package can also be used to define the result format for a query that is accepted and processed by a Query Point in a data sharing scenario.


Relationships: 
· An Exchange Package refers to an Entity

· An Exchange Package is disseminated to a Consumer

· An Exchange Package queries a Query Point

· An Exchange Package refers to a Payload Definition

Example: An exchange package the describes a specific recurring data exchange involving shipment information.

Entity: See the Data Description chapter.

Supplier: An entity (person or organization) that supplies data to a Consumer.  

· Relationships: 
· A Supplier produces an Exchange Package 

Example: A federal agency that supplies data to one or more other federal agencies.

Consumer: An entity (person or organization) that consumes data that is supplied by a Supplier.  

· Relationships: 
· None

Example: A federal agency that consumes data from one or more other federal agencies.

Payload Definition: An electronic definition that defines the requirements for the Payload (data) that is exchanged between a Supplier and a Consumer.  

· Relationships: 
· None

Example: A specific message set expressed as an XML schema or an EDI transaction set that contains information about a “Person” entity.

Query Point: An endpoint that provides an interface for accessing and querying a Data Asset. A concrete representation of a Query Point may be a specific URL at which a query Web Service may be invoked.

· Relationships: 
· A Query Point accesses a Data Asset

Example: A specific URL at which a data service may be invoked.

Data Asset: See the Data Context chapter.

4.4. Data Sharing Attributes

This section will expand on the concepts presented above to include attributes that are associated with each concept. A description will be provided for each attribute, along with an example where necessary for clarity. 

	Concept
	Attribute
	Description
	Example

	Exchange Package
	Identifier

	A unique string associated with an Exchange Package for identification purposes.
	“200XCB”

	
	Name
	The name of an Exchange Package. 
	“Bill of Lading Message Set”

	
	Description
	A description of an Exchange Package. 
	 

	
	Classification
	The security classification for an Exchange Package.
	“U” (Unclassified)

	
	Frequency
	The frequency at which the exchange occurs.
	“Daily”

	Supplier
	Identifier
	A unique string associated with a Supplier for identification purposes.
	“04091967J”

	
	Name
	The name of a Supplier.
	

	
	Primary Contact
	The name and contact information for the Supplier’s primary contact for this particular exchange.
	

	Consumer
	Identifier
	A unique string associated with a Consumer for identification purposes.
	“03081956K”

	
	Name
	The name of a Consumer.
	

	
	Primary Contact
	The name and contact information for the Consumer’s primary contact for this particular exchange.
	

	Payload Definition
	Identifier
	A unique string associated with a Payload Definition for identification purposes.
	“B5102078L”

	
	Name
	The name of a Payload Definition.
	“Bill of Lading XML Schema”

	Query Point
	Identifier

	A unique string associated with a Query Point for identification purposes.
	http://www.example.com/querypoint3 

	
	Name
	The name of a Query Point.
	“Latest Monthly Report Information”

	
	Description
	A description of a Query Point.
	

	
	Query Languages
	A stipulation of the query languages that are supported by a Query Point (e.g. SQL-92, CQL (Z39.50), XQuery, HTTP GET, etc.).
	“SQL-92”


4.5. Data Sharing Example

This section provides a usage example for the Data Sharing standardization area using a data sharing scenario. It is based on an existing implementation of the DRM at DOI, for the Recreation One Stop initiative.

This example references the DOI Recreation Information Database (RIDB), which is available at http://RecData.gov/RIDBWeb/index.jsp. At this URL, there is a menu option titled “RIDB Data Sharing” which is the RIDB online interface for data sharing. Selection of this menu option results in the presentation to the user of what is commonly known as a “picklist”, or set of choices, that enable the user to select one or more organizations
. 

Selection of the organization “Fish and Wildlife Service” results in the following three choices:

	View All RecElements: http://64.241.25.115/RIDBWebService/RIDBService.jws/getAllRecElementsForOrgID?anOrgID=127 

	View RecArea-related RecElements: http://64.241.25.115/RIDBWebService/RIDBService.jws/getAllRecAreaElementsForOrgID?anOrgID=127 

	View Facility-related RecElements: http://64.241.25.115/RIDBWebService/RIDBService.jws/getAllFacilityElementsForOrgID?anOrgID=127


Each of the above URLs represents a different query on the RIDB data asset, with each containing a different “get” operation (i.e. “getAllRecElementsForOrgID”, “getAllRecAreaElementsForOrgID”, “getAllFacilityElementsForOrgID”). Each of these URLs represents a query point. Each query point has in common a single Java Web Service (“RIDBService.jws”) that implements each of the above operations; this Web Service itself may also be considered a “composite” query point (i.e. one that contains several query points). Each query point returns recreation data about Fish and Wildlife Service, but the quantity and structure of the data varies depending upon which query point was selected. In each case, the data returned (the result set) is an XML document that conforms to an Exchange Package defining the result format. The Exchange Package payload is expressed as a RecML (Recreation Markup Language) XML schema.  

4.6. Expanded Concepts

This section presents expanded concepts that can enhance understanding of the Data Sharing standardization area. The following topic is presented:

· Data Source-to-Target Matrix:  Presents a planning matrix to describe data sharing services that should be considered in meeting an agency’s or COI’s information sharing requirements.

4.6.1. Data Source-to-Target Matrix

The purpose of this section is to describe a generic planning matrix for organizing and categorizing the data repositories and data access services required to support these defined mission and/or business needs.  This matrix also describes some connections between the FEA DRM to other FEA Reference models, particularly the FEA Services and Component Reference Model.

An architect can use this matrix to ascertain which services need to be provisioned to support a given COI. This section also defines the principles for identifying a capability or service for sharing data. The section also identifies standards or best practices and technologies that support repeatable consistent exchange or discoverable and presented content.

4.6.1.1. Information Sharing Framework Overview  

Data are managed and stored in ways to optimize their use.  This section provides a planning matrix for identifying the use of a data repository (from the perspective of a COI), the information exchange methods appropriate for these uses, and the services that should be provisioned for each use.

The matrix is comprised of four quadrants, each related to the primary use of an underlying data repository.

Figure 5.6 - 1 below depicts the FEA DRM Source-to-Target Matrix:



Quadrant I - Transactional Databases:  These databases contain structured data objects that support business process and workflow.  These structured databases tend to be highly normalized and optimized for transactional performance.  Quadrant I repositories include the databases supporting On-Line Transaction Processing (OLTP) Systems, Enterprise Resource Management Systems (ERPs), and other “back-office” systems that implement core business processes and workflows.  The data within these repositories tend not to be directly accessible to create, read, update, and delete (CRUD) operations, except through services usually in the form of application program interfaces (APIs) because of the need to enforce business logic and referential integrity within the database.

Quadrant II – Analytical Databases:  These databases contain structured data objects that support query and analysis.  These structured databases tend to be purposefully de-normalized and optimized for query ease and performance.  The data in these repositories are typically obtained from one or more Quadrant I databases and structured to support answering of specific questions of business and/or mission interest.  Quadrant II repositories include On-Line Analytical Processing (OLAP) systems, data warehouses, and data marts.  Quadrant II also includes directories (e.g., repositories that support the Light Weight Directory Access Protocol (LDAP) or X.500).  Data in these repositories tend to be directly accessible for query and read.  Create, update and delete operations are typically performed more indirectly than in transactional databases through an extract, transform, and load (ETL) process.

Quadrant III – Authoring Systems Repositories:  The term “document” within the DRM context is broadly defined to encompass a wide range of information objects.  These objects may be in any of a variety of formats: multimedia, text documents with embedded graphics, XML Schema or DTD instances.    Generically, in this context, the term “authoring system” is equally broad in scope.  At one extreme, an “authoring system” may be a digital camera.  At the other, an authoring system may implement a complex workflow used for the production of a formal publication.   In either extreme, the products of an authoring system are documents.  The underlying repositories used by authoring systems may also be of any of a variety of constructs to store data objects, file systems and relational databases being the most common.  In general, as in Quadrant I repositories, direct data-level access to the repositories underlying enterprise-level authoring systems is not prudent.  Bypassing the business logic within the authoring system may affect the integrity of the data (e.g., version control of documents).

Quadrant IV – Document Repositories:  Like Quadrant II repositories, document repositories store data objects so as to optimize discovery, search and retrieval.  These repositories include the file systems underlying websites, relational databases underlying content management systems, XML registries and repositories.  In general, as in Quadrant II repositories, data tend to be directly accessible to query.  Create, update and delete operations are not generally available to end users, but are provided through a publication function performed through an authoring system.

4.6.1.2. Sharing Data Through Data Exchange Services

Using this Source to Target Matrix, the DRM Team analyzed the types of data interchanges between repositories (database to database information sharing) focusing on the information exchange package payload using tangible examples of such payloads.  These information exchanges vary in their structure based upon the data objects being exchanged.

Based upon this analysis, the architect may specify several types of services to support the sharing of information between databases within a collection used by a COI.  These services address the data exchange component of the abstract model.   These services fall within the following categories:

· Extract, Transform, Load (Structured Data to Structured Data): Extract, Transform, Load (ETL) is the process of reading structured data objects from a data source (the extract), changing the format of the data objects to match the structure required by a target database (transform), and updating the target database with the transferred data  objects (load).  Services that perform ETL processes range from extremely simple to extremely complex.  They may also be a component of other services.  The payloads for all of these exchanges are structured data.
This service applies to exchanges between:

	Source Repository
	Target Repository

	Transactional (I)
	Transactional (I)

	Transactional (I)
	Analytical (II)

	Transactional (I)
	Authoring (III)

	Analytical (II)
	Transactional (I)

	Analytical (II)
	Analytical (II)

	Analytical (II)
	Authoring (III)

	Authoring (III)
	Transactional (I)

	Authoring (III)
	Analytical (II)


· Publication: (Structured data or documents to aggregate documents): Publication is the process of assembling a document from its component pieces, putting into a desired format and disseminating it to target databases.  The payload of this type of service is a document.
This service applies to exchanges between:

	Source Repository
	Target Repository

	Transactional (I)
	Document Repository (IV)

	Analytical (II)
	Document Repository (IV)

	Authoring (III)
	Authoring (III)

	Authoring (III)
	Document Repository (IV)


· Entity/Relationship Extraction (Unstructured documents to structured documents or structured data objects):  Entity/Relationship Extraction is the process of identifying and pulling out specified facts from documents.  Entities are nouns that designate a specific person, place or thing.  Relationships are the association or affiliation of one entity to another.  Typically, the entities identified during an entity/relationship extraction process may be incorporated into the source document as metadata, inserted into a separated document (such as a metadata record used to support discovery), or incorporated into a structured database. The payloads for all of these exchanges are structured data.

This service applies to exchanges between:

	Source Repository
	Target Repository

	Document Repository (IV)
	Transactional (I)

	Document Repository (IV)
	Analytical (II)


· Document Translation (Document to document):  Document translation is the process of transforming a document from its original format to a format required to support a target application.  The transformations may be structural (e.g., transforming MS Word to PDF format), language oriented (e.g., changing English to French), or special purpose (e.g., the development of abstracts from longer documents.) The payload of this type of service is a document.

This service applies to exchanges between:

	Source Repository
	Target Repository

	Document Repository (IV)
	Authoring (II)

	Document Repository (IV)
	Document Repository (IV)


4.6.1.3. Sharing Data through Data Access Services

The discussion above focused on the transfer of data between repositories.  Additional services are required to make data accessible to other services, to the applications that used them, and ultimately to the consumers of the data.  The DRM Team performed a similar analysis to determine the services required to implement data access. The architect must ascertain the services that are required to support the COI in the use of its collection.  These services address the data exchange component of the abstract model.   

The services that the architect may be required to provision to support a COI’s information sharing requirements are delineated below.

· Content Awareness Services:  A context awareness service allows the users of a collection to rapidly identify the context (as defined above) of the data within a collection.  Context information may be captured in a formalized data architecture, a metadata registry or a separate database.

The architecture should plan for this service for all quadrants.
· Structural Awareness Services: A structural awareness services allows data architects and database administrators to rapidly identify the structure of data within a collection.  Data structure information may be captured in a formalized data architecture, a metadata registry, or a separate database.  Also, a number of commercial products are available to analyze and report data structures.

Again, the architect should plan for this service for all quadrants.
· Transactional Services:  A transactional services enables a transactional create, update or delete operations to an underlying data store while maintaining business and referential integrity rules.  These services allow external services or end users to execute data related functions as a part of a workflow or business process.  Most commercial products provide application programming interfaces that implement this type of service.

The architect should plan to provision these services for the transactional and document authoring quadrants.

· Data Query Services: A data query services enables a user, service or application to directly query a repository within a collection.

The architect should plan to provision these services for the transactional and analytical quadrants.

· Content Search and Discovery Services:  A collection search and discovery service enables free text search or search metadata contained within the documents in a repository.  The searchable metadata should include the data context as defined within the DRM abstract model.

The architect should plan to provision these service for the authoring and document repository quadrants.
· Retrieval Services:  A retrieval services enables an application to request return of a specific document from a repository based upon a unique identifier, such as a URL.

The architect should plan to provision these services for the authoring and document repository quadrants.

· Subscription Services:  A subscription service enables another service or an end user to nominate themselves to automatically receive new documents added to a repository in accordance with a predetermined policy or profile.

The architect should plan to provision these services for the authoring and document repository quadrants.
· Notification Services:  A notification service automatically alerts another service or an end user of changes of the content of a repository in accordance with a predetermined policy or profile.

The architect should plan to provision these services for the transactional, authoring and document repository quadrants.
APPENDIX A: Relationship of the DRM to the Other FEA Reference Models

This section describes the relationship of the DRM to the other reference models that comprise the FEA.  The FEA is designed to facilitate cross-agency analysis and the identification of duplicative investments, gaps, and opportunities for collaboration within and across Federal Agencies. OMB has published information on the reference models at www.egov.gov .  Each of these FEA reference models is a taxonomy that is comprised of multiple “topics”, or tiers. These FEA reference models relate most closely to the “Content” part of the DRM framework. This part of the DRM framework will include specific taxonomies, specific entity definitions, specific exchange packages, etc.

In describing the relationship of the DRM to the other FEA reference models, this section refers to the concept of “mapping”. This is accomplished within the DRM through the specification of a relationship between a DRM abstract model concept (e.g. Data Asset, Entity) and one or more reference model tiers.  Periodic mapping amongst reference models contributes to overall completeness in EA artifacts, such as processes, entities and systems.  Through such mapping, one can sometimes find gaps, missing processes, missing data entities, etc.    

Business Reference Model (BRM) – The BRM provides a framework that facilitates a functional (rather than organizational) view of the federal government’s LoBs, including its internal operations and its services for citizens, independent of the agencies, bureaus and offices that perform them. The BRM describes the federal government around common business areas instead of through a stove-piped, agency-by-agency view.  

· DRM/BRM Relationship: The BRM hierarchy (Business Area, Line of Business, Sub-function) may be used by agencies as a means to categorize their data through a mapping between the data and the BRM tiers. This will enable agencies to discover data according to each of the BRM tiers, and to associate data within the same tier. These capabilities provide a foundation for data component harmonization and the establishment of authoritative data assets. Additionally, the robust description of data enables the meaning and purpose of data to be made clear, which further enables data to be tied to LoBs and specific missions.

Service Component Reference Model (SRM) – The SRM is a business-driven, functional framework classifying Service Components according to how they support business and performance objectives. It serves to identify and classify horizontal and vertical Service Components supporting federal agencies and their IT investments and assets. The model aids in recommending service capabilities to support the reuse of business components and services across the federal government. The SRM is organized across horizontal service areas, independent of the business functions, providing a leverage-able foundation for reuse of applications, application capabilities, components, and business services.

· DRM/SRM Relationship: An agency enterprise architecture will have a current and future SRM that represents the agency’s systems, service components, and/or applications, which may house or use data artifacts. Mapping data artifacts to systems and applications through the DRM/SRM relationship supports a number of data management processes including inventory, consolidation, and standardization.  
The DRM’s Data Sharing standardization area addresses both sharing and exchange of data. Sharing may be accomplished through data services, which are platform-neutral services (such as Web Services) that provide access to data assets. Such data services may be mapped to the SRM’s Service Components tier, enabling them to be categorized according to Service Domains and Service Types. This will enable agencies to discover these data services by these SRM tiers, and to associate data services within the same tier. These capabilities provide a foundation for data service reuse.
As with sharing, the exchange of data may also be accomplished through services. The same mapping that is described for data services applies to “data exchange” services as well as the benefits of reuse. A Service Component may also provide additional capabilities that related to the DRM, such as the categorization of data as specified by the DRM’s Data Context standardization area.

The following table provides examples of SRM Service Components that map to classes in each of the DRM’s standardization areas. It also lists the SRM hierarchy for each Service Component, as well as the following:

· Capabilities that are associated with each Service Component per the SRM

· Pertinent DRM standardization area

	DRM/SRM Mapping Examples

	Service Domain
	Service Type
	Service Component
	Capabilities
	DRM Standardization Area

	Digital Asset Services
	Knowledge Management
	Information Mapping/ Taxonomy
	Support the creation and maintenance of relationships between data entities, naming standards and categorization
	Data Context

	
	
	Information Sharing
	Support the use of documents and data in a multi-user environment for use by an organization and its Stakeholders
	Data Sharing

	
	
	Categorization
	Allow classification of data and information into specific layers or types to support an organization
	Data Context

	Back Office Services
	Data Management
	Data Exchange
	Support the interchange of information between multiple systems or applications; includes verification that transmitted data was received unaltered
	Data Sharing

	
	
	Metadata Management
	Support the maintenance and administration of metadata
	Data Description

	Support Services
	Search
	Query
	Support retrieval of records that satisfy specific query selection criteria
	Data Sharing


Table 0‑1 DRM-SRM Relationship 
Technical Reference Model (TRM) – The TRM is a component-driven, technical framework that categorizes the standards and technologies to support and enable the delivery of Service Components and capabilities. The TRM also unifies existing agency TRMs and E-Gov guidance by providing a foundation to advance the reuse and standardization of technology and Service Components from a government-wide perspective. Aligning agency capital investments to the TRM leverages a common, standardized vocabulary, allowing interagency discovery, collaboration, and interoperability. Agencies and the federal government will benefit from economies of scale by identifying and reusing the best solutions and technologies to support their business functions, mission, and target architecture.

· DRM/TRM Relationship: An agency’s technical infrastructure, including its database management systems, system development tools, and web technologies impact agency data management, particularly in terms of methodologies, approaches, and potential future directions. The DRM/TRM relationship is therefore based on those standards and technologies defined within the TRM that can support capabilities related to the DRM, such as data exchange (the DRM’s “Data Sharing” standardization area) and data modeling (the DRM’s “Data Description” standardization area).

The following table provides examples from the TRM of Service Standards that can support capabilities related to the DRM. It also lists the TRM hierarchy for each Service Standard, as well as the following:

· Example of a DRM capability that is supported by, and may therefore be mapped to, the TRM Service Standard

· Pertinent DRM standardization area 

	DRM/TRM Mapping Examples

	Service Area
	Service Category
	Service Standard
	Service Standard Example
	DRM Capability Example / DRM Standardization Area

	Service Access and Delivery
	Access Channels
	Other Electronic Channels
	Web Service
	Data Exchange Service (Data Sharing)

	
	Service Transport
	Service Transport
	Hyper Text Transfer Protocol
	Data Exchange Service (Data Sharing)

	Service Platform and Infrastructure
	Software Engineering
	Modeling
	UML (Unified Modeling Language)
	Logical Data Models 

(Data Description)

	Component Framework
	Data Interchange
	Data Exchange
	XMI (XML Metadata Interchange)
	Logical Data Models 

(Data Description)

	Service Interface and Integration
	Interoperability
	Data Types/Validation
	XML Schema
	Data Service 

(Data Sharing)

	
	Interface
	Service Discovery
	Universal Description, Discovery, and Integration (UDDI)
	Data Service 

(Data Sharing)


Figure 0‑1 DRM - TRM Relationship
Performance Reference Model (PRM) – The PRM is a framework for performance measurement providing common output measurements throughout the federal government. It allows agencies to better manage the business of government at a strategic level, by providing a means for using an agency’s EA to measure the success of IT investments and their impact on strategic outcomes. The PRM accomplishes these goals by establishing a common language by which agency EAs can describe the outputs and measures used to achieve program and business objectives. The model articulates the linkage between internal business components and the achievement of business and customer-centric outputs. Most importantly, it facilitates resource-allocation decisions based on comparative determinations of which programs and organizations are more efficient and effective.

· DRM/PRM Relationship: The planned direction of an agency’s enterprise architecture is expected to improve enterprise performance over time. Agencies can establish metrics to measure the effectiveness of their DRM implementation using the PRM, to include prudent data management and metrics for harmonization (e.g. logical data models).  Additionally, data required to conduct business should be viewed in the specific context of the performance improvements that the business can achieve through possession and usage of that data. The PRM can help agencies measure such performance improvements. 

NOTE: For more information on the DRM/PRM relationship, see the DRM Data Management Strategy.

APPENDIX B: Glossary of Selected Terms

Notes:

1. Sources are indicated in parentheses. The phrase "(DRM usage)" denotes either a term that is unique to the DRM or that has a slightly different connotation when used in the context of the DRM.   

2. Many of the context-related definitions are taken from the Z39.19-200x document, Guidelines for the Construction, Format, and Management of Monolingual Controlled Vocabularies. The glossary starts on page 172 of the PDF version of the document.  

Abstract Model 

An architectural pattern that optimizes a data architecture for data description, data context, and data sharing; (DRM usage). A theoretical construct that represents physical, biological or social processes, with a set of variables and a set of logical and quantitative relationships between them; (Answers.com). An abstract model is one way to establish a consistent set of concepts. An abstract model is a tool for the description of complex behaviour — it is not a template for an implementation, although it should not stray so far away from reality that it is impossible to recognise how the required behaviours would be implemented. (W3C XML Protocol Abstract Model). (More: Wikipedia). 

Architectural Pattern   

A description of an archetypal solution to a recurrent design problem that reflects well-proven design experience; (American Science Institute of Technology).  

Attribute   

A characteristic of an Entity whose value may be used to help distinguish one instance of an Entity from other instances of the same Entity; (DRM usage). A characteristic or property of an object, such as weight, size, or color. A construct whereby objects or individuals can be distinguished; (WordNet).   

BRM Business Area   

The top tier of the BRM. Business Areas separate government operations into high-level categories relating to the purpose of government (Services forCitizens), the mechanisms the government uses to achieve its purpose (Mode of Delivery), the support functions necessary to conduct government operations (Support Delivery of Services),and the resource management functions that support all areas of the government’s business(Management of Government Resources); (FEA Consolidated Reference Model).    

BRM Line of Business   

The middle tier of the BRM. Lines of Business represent the internal operations of the federal government and its services for citizens, independent of the agencies, bureaus and offices that perform them; (FEA Consolidated Reference Model).    

Broader Term    

A term to which another term or multiple terms are subordinate in a hierarchy. In thesauri, the relationship indicator for this type of term is BT. (ANSI/NISO Z39.19-200x) 

Business   

The people or organizations that are described by the BRM. In the Universal Description, Discovery, and Integration standard businesses are defined by a businessEntity. While quite often these are, in fact, businesses in the usual sense of the word, they need not be. For example, the "businesses" in a registry internal to a business might well be internal organizations; (UDDI).   

Business Reference Model   

One of the five FEA reference models. The BRM provides a framework that facilitates a functional (rather than organizational) view of the federal government’s LoBs?, including its internal operations and its services for citizens, independent of the agencies, bureaus and offices that perform them; (FEA Consolidated Reference Model).   

Business Rule    

Policies and other restrictions, guidelines, and procedures governing the administration and operation of a service; (Data Dictionary for Preservation Metadata: Final Report of the PREMIS Working Group, May 2005).   

Categorization  

The process of associating something with a category within a categorization scheme. (DRM Usage) 

Categorization Scheme   

A group of categories that are related in some manner, and that may be used for purposes of categorization. Categorization schemes may be less formal than classification schemes. (DRM Usage) 

Category 

A grouping of terms that are semantically or statistically associated, but which do not constitute a strict hierarchy based on genus/species, parent/child, or part/whole relationships. (ANSI/NISO Z39.19-200x)  

Classification   

The process of associating something with a category within a classification scheme. (DRM Usage)  

Classification Scheme    

A method of organization according to a set of pre-established principles, usually characterized by a notation system and a hierarchical structure of relationships among the nodes. (ANSI/NISO Z39.19-200x)  

Collection   

An aggregation of information resources used to a support a major business function. In each of these collections data is created, retrieved, updated and deleted; (DRM usage).  

Communities of Practice (COPs) or Communities of Interest (COIs)    

Lines of business within the government and external organizations that are dedicated to the support of business functions.   

Concept  

A unit of thought, formed by mentally combining some or all of the characteristics of a concrete or abstract, real or imaginary object. Concepts exist in the mind as abstract entities independent of terms used to express them. (ANSI/NISO Z39.19-200x)  

Conceptual Data Model    

A higher-level data artifact that is often used to explore domain concepts with project stakeholders. Logical data models are often derived from conceptual data models. (More: Conceptual, Logical, and Physical Data Models).    

Consumer   

An entity (person or organization) that consumes data that is supplied by a Supplier (DRM usage).  
Context   

As related to data, context can describe the perspective, significance, connotation, and/or environment of data assets. Context is the relationship of data assets to other concepts that aid in their discovery, use, and comprehension. See Data Context (DRM Usage). Enables the intended meaning of data to be more clearly known. This is often done through categorization of data. Such categorization also facilitates the discovery of data. (Context also includes business rules which will be covered in a later version of the DRM.)    

Context Artifact    

An example is a Taxonomy.    

Context Item    

A set of terms or phrases that are organized in lists, tree structures, or networked relationships.    

Controlled Vocabulary   

A list of terms that have been enumerated explicitly. This list is controlled by and is available from a controlled vocabulary registration authority. All terms in a controlled vocabulary must have an unambiguous, non-redundant definition. NOTE: This is a design goal that may not be true in practice; it depends on how strict the controlled vocabulary registration authority is regarding registration of terms into a controlled vocabulary. At a minimum, the following two rules must be enforced: 1. If the same term is commonly used to mean different concepts in different contexts, then its name is explicitly qualified to resolve this ambiguity. 2. If multiple terms are used to mean the same thing, one of the terms is identified as the preferred term in the controlled vocabulary and the other terms are listed as synonyms or aliases. (ANSI/NISO Z39.19-200x)  

Controlled Vocabulary Registration Authority    

An entity that controls and makes available the set of terms within a controlled vocabulary.    

CQL (Common Query Language)    

A formal language for representing queries to information retrieval systems such as web indexes, bibliographic catalogs and museum collection information; (CQL home page).    

CRUD   

Database operations Create, Read, Update, and Delete. 

Data    

A value, or set of values, representing a specific concept or concepts. Data becomes "information" when analyzed and possibly combined with other data in order to extract meaning, and to provide context. The meaning of data can vary according to its context; (DRM usage). Information in a specific physical representation, usually a sequence of symbols that have meaning; especially a representation of information that can be processed or produced by a computer; (RFC2828, Internet Security Glossary). (More: Wikipedia).    

Data Access  

Requests for data services, such as a query of a Data Asset; (DRM usage). See "Query" and "Query Point".  

Data Architecture    

Defines how data is stored, managed, and used in a system. It describes how data is persistently stored, how components and processes reference and manipulate this data, how external/legacy systems access the data, interfaces to data managed by external/legacy systems, implementation of common data operations. Data architecture establishes common guidelines for data operations that make it possible to predict, model, gauge, and control the flow of data in the system; (Carnegie Mellon Software Engineering Institute)    

Data Artifact    

A collective term for electronic artifacts related to the presentation, description, representation, or storage of data. Examples are documents and XML Schemas.    

Data Asset    

A managed container for data; synonymous with data source; examples include a relational database, Web site, document repository, directory or data service; (DRM usage).  

Data Context    

Any information that provides additional meaning to data. Data context typically specifies a designation or description of the application environment or discipline in which data is applied or from which it originates. It provides perspective, significance, and connotation to data, and is vital to the discovery, use, and comprehension of data. See Context. (DRM usage).  

Data Context Standardization Area    

One of the three main parts of the DRM Abstract Model. The Data Context standardization area facilitates discovery of data through an approach to the categorization of data according to taxonomies, and provide linkages to the other FEA reference models; (DRM usage).    

Data Description Standardization Area    

One of the three main parts of the DRM Abstract Model. The Data Description standardization area provides a means to richly describe data, thereby supporting its discovery and sharing; (DRM usage).    

Data Discovery   

The process of discovering data that exists within a data asset; (DRM usage). Locating a resource on the Enterprise, using a process (such as a search engine) to obtain knowledge of information content or services that exploit metadata descriptions of enterprise IT resources stored in Directories, Registries, and Catalogs; (DDMS).    

Data Element Definition    

A textual phrase or sentence associated with a data element within a data dictionary that describes the data element, give the data element a specific meaning and differentiates the data element from other data elements. A good definition is precise, concise, non-circular, and unbamiguous. Definitions should not refer to terms or concepts that might be misinterpreted by others or that have different meanings based on the context of a situation. Definitions should not contain acronyms that are not clearly defined or linked to other precise definitions. Standards such as the ISO/IEC 11179 Metadata Registry specification also give guidelines for creating precise data element definitions; (Wikipedia).    

Data Entity   

An entity that describes data.    

Data Exchange   

Fixed, re-occurring transactions between parties, such as the regular exchange of environment testing data among federal, state, local, and tribal entities; (DRM usage).   

Data Harmonization    

The process of comparing two or more data entity definitions and identifying commonalities among them that warrant their being combined (harmonized) into a single data entity.    

Data Integrity  

The property that data has not been changed, destroyed, or lost in an unauthorized or accidental manner; (RFC2828, Internet Security Glossary).   

Data Management    

Principles, processes, and systems for the sharing and management of data. (CMMI V1.1) 

Data Model   

Representation of the information required to support the operation of any set of business processes and/or the systems used to automate them; (DRM usage). A model that describes in an abstract way how data is represented in a business organization, an information system or a database management system; (Wikipedia).    

Data Object   

An aggregation of data that represents discrete information about a subject area. (DRM usage).  (More: Wikipedia).   

Data Reference Model   

One of the five reference models of the Federal Enterprise Architecture (FEA). The DRM is a framework whose primary purpose is to enable information sharing and reuse across the federal government via the standard description and discovery of common data and the promotion of robust data management practices.    

Data Registry    

An information system that manages and maintains metadata about data and data-related items, such as digital data resources and data assets. A data registry is often paired with a repository; (DRM usage).    

Data Representation    

Describes how data is described within the property and object layers; (DRM usage).    

Data Schema    

A representation of metadata, often in the form of data artifacts such as logical data models or conceptual data models. The Data Schema concept group is comprised of those concepts pertaining to the representation of structured data.; (DRM usage).    

Data Service  

An automated process that provides a related and well described set of data related functions to other applications, systems and processes or to the end user. Data services are invoked through query points, which identify the services and its location in a Web environment; platform-neutral service (such as a Web Service) that provides access to data assets; (DRM usage). 

Data Sharing Standardization Area   

One of the three main parts of the DRM Abstract Model. Describes the sharing and exchange of data, where sharing may consist of ad-hoc requests (such as a one-time query of a particular data asset), scheduled queries, and/or exchanges characterized by fixed, re-occurring transactions between parties. Data sharing is enabled by capabilities provided by both the Data Context and Data Description standardization areas. Data sharing involves exchanges within and between agencies and COIs to support mission-critical capabilities. These COIs may include international, state, local and tribal governments. Data sharing eliminates duplication and/or replication of data, thereby increasing data quality and integrity; (DRM usage).  

Data Stewardship   

Identifying, defining, specifying, sourcing, and standardizing data assets across all business areas within a specific business subject area consisting of some set of entity types, e.g., person.    

Data Source-to-Target Matrix 

Presents a planning matrix to describe data sharing services that should be considered in meeting an agency’s or COI’s information sharing requirements; comprised of four quadrants: transactional databases, analytical databases, authoring systems repositories, and document repositories; (DRM usage). 

Data Type    

A constraint on the type of data that an instance of an Attribute may hold (e.g. "date", "string", "float" or "integer"); defines the kind of data that can be stored in a variable or data element; (DRM usage). (More: Wikipedia).  

Digital Data Resource   

A digital container of information, typically known as a file; may be a structured, semi-structured, or unstructured data resource; (DRM usage). The difference between a Document and a Digital Data Resource, is that a Digital Data Resource can contained structured data, unlike a Document. See also "Document". 

Directory    

An entity in a file system which contains a group of files and other directories; (Wikipedia).    

Document   

A file containing Unstructured and/or Semi-Structured Data Resources. A discrete and unique electronic aggregation of data produced with the intent of conveying information. All data within a document may be in the same format (e.g., text), or a document may be a composite that consists of sets of data in a variety of formats (e.g., MS Word files containing embedded graphics). The term “discrete” implies that a document requires no linkage to other data to convey its meaning. The term “unique” implies that each instance or version of a document can be distinguished from all others (i.e., it can be assigned a unique identifying number). Documents may be unstructured, meaning that the document follows no rigid, machine interpretable structural convention or it may contain self describing metadata that is machine interpretable. For example, an ASCII document is unstructured. Alternatively, documents may be semi-structured, meaning that they conform to a machine interpretable structural convention or contain embedded self-describing metadata that is machine interpretable. A Microsoft Word document with headings and sub-headings is considered semi-structured, as is a XHTML document; (DRM usage). (More: Wikipedia). See also "Digital Data Resource".    

Document Metadata  

Describes an electronic document as well as the data required to file and retrieve it. It includes information fields such as To, From, Date, Subject, Document Type, Format, Location, Record Number, Version Number, File Tag, and Originating Organization. XML is the preferred format for storing document metadata. Examples of document metadata include MS Office document “Properties”, or “meta” tags in HTML/XHTML. MS Office Properties include: Title, Subject, Author, Date Modified, etc. For comparison, the Dublin Core metadata elements are Contributor, Coverage, Creator, Date, Description, Format, Identifier, Language, Publisher, Relation, Right, Source, Subject, Title, and Type; (DRM usage).  

Document Repository    

A data asset whose primary role is the storage and maintenance of documents.    

Document Type Definition (DTD)  

A set of declarations that conform to a particular markup syntax and that describe a class, or "type", of SGML, HTML, or XML documents, in terms of constraints on the structure of those documents. In a DTD, the structure of a class of documents is described via element and attribute-list declarations; (Wikipedia).    

Dublin Core Metadata Initiative (DCMI)    

An open forum engaged in the development of interoperable online metadata standards that support a broad range of purposes and business models; (DCMI).    

E-Government Act of 2002, Section 207(d)    

A section of the E-Government Act of 2002 that pertains to the categorization of information. (More: Library of Congress, H.R.2458, Sec. 207 or Complete Text as PDF or selected portions on XML.gov).    

Electronic Data Interchange (EDI)    

A standard format for exchanging business data. The North American standard for EDI is called ANSI (American National Standards Institute) X12; (TechTarget.com). Computer-to-computer exchange of structured information, by agreed message standards, from one computer application to another by electronic means and with a minimum of human intervention. EDI is still the data format used by the vast majority of electronic commerce transactions in the world; (Wikipedia).    

Entity   

An abstraction for a person, place, object, event, or concept described (or characterized) by common Attributes; (DRM usage).    

E-R (Entity-Relationship) Diagram (ERD)    

A data modeling technique that creates a graphical representation of the entities, and the relationships between entities, within an information system; also includes cardinality; (More: WhatIs.com).   

E-R (Entity-Relationship) Model   

A way of graphically representing the logical relationships of entities (or objects) in order to create a database; (More: WhatIs.com).  

Exchange Package   

A description of a specific recurring data exchange between a Supplier and a Consumer. An Exchange Package contains information (metadata) relating to the exchange (such as Supplier ID, Consumer ID, validity period for data, etc.), as well as a reference to the Payload (message content) for the exchange. An Exchange Package can also be used to define the result format for a query that is accepted and processed by a Query Point in a data sharing scenario; (DRM usage). 

Extract, Transform, Load (ETL) 

The process of reading structured data objects from a data source (the extract), changing the format of the data objects to match the structure required by a target database (transform), and updating the target database with the transferred data objects (load).  

FEA Reference Model    

A series of interrelated taxonomies that comprise the FEA, and that are designed to facilitate cross-agency analysis and the identification of duplicative investments, gaps, and opportunities for collaboration within and across Federal Agencies. (http://www.whitehouse.gov/omb/egov/a-2-EAModelsNEW2.html)    

FEA Security and Privacy Profile (SPP)    

Provides guidance to agencies to integrate security and privacy requirements across their enterprise architecture, and to ensure security and privacy requirements are addressed in IT programs from their inception.    

Federal Enterprise Architecture (FEA)    

A business-based framework for government-wide improvement developed by the Office of Management and Budget (OMB). (http://www.whitehouse.gov/omb/egov/a-1-fea.html)   

Federated Registries    

Registries may be federated in order to enable their contents to be shared amongst other registries, causing them to appear to a user and to automated processes (such as queries) as a single registry.

Formal Classification   

Classification that involves formal relationships between topics, and includes specific rules or constraints for those relationships.   

Hierarchy   

Broader (generic) to narrower (specific) or whole-part relationships, which are generally indicated in a controlled vocabulary through codes or indentation. (ANSI/NISO Z39.19-200x)  

HTTP (HyperText Transfer Protocol)    

The primary method used to convey information on the World Wide Web. HTTP is a request/response protocol between clients and servers; (Wikipedia).    

HTTP GET    

The most common method used to request a specified URL. When you click on most web links (other than web forms), you are causing your browser to issue an HTTP GET request for a particular page or resource from a web server.    

Informal Classification   

Classification in which there may or may not be specific types of topics, and the topics that are defined may or may not have formally defined relationships.  Many Web sites and search utilities offer a basic classification that may be considered informal classification.    

Information Class    

In the DOI Recreation.gov example, an information class is equivalent to the Entity concept of the Data Description standardization area.    

ISO/IEC 11179   

A standard for representing Metadata for an organization in a Metadata Registry. The specification is formally known as the ISO/IEC 11179 Metadata Registry Standard and consists of six sections: Part 1 - Framework, Part 2 - Conceptual Schema, Part 3 - Registry Metamodel and Basic Attributes, Part 4 - Formulation of Data Definitions, Part 5 - Naming and Identification Principals, and Part 6 - Registration. The specification defines how data elements are classified, specified, defined, named, and registered. Use of ISO-11179 is strongly recommended by state and federal agencies; (Wikipedia includes links to the six specifications).    

Lines of Businesses (LOBs)    

Major government business areas identified in the Business Reference Model (BRM). Each LoB is comprised of a collection of Sub-Functions. Approximately 39 LoBs are identified in the BRM. About half are external; they are found in the Services for Citizens layer and describe the purpose of government in functional terms. The remaining half are internal Lines of Business that describe the support functions the government must conduct in order to effectively deliver services for citizens; (FEA BRM 2.0, June 2003).    

List    

A limited set of terms arranged as a simple alphabetical list or in some other logically evident way; the simplest type of controlled vocabularies.   

Logical Data Model    

A graphical representation of the information requirements of a business area, it is not a database; (More: ''Why Build a Logical Data Model'' by Embarcadero).    

Management Context   

A data artifact that represents the concepts (entities) that are specific to a domain, their attributes, and the relationships between the concepts. Logical data models may also contain data types for attributes.    

Metadata   

Information about data. For any particular datum, the metadata may describe how the datum is represented, ranges of acceptable values, its relationship to other data, and how it should be labeled. Metadata also may provide other relevant information, such as the responsible steward, associated laws and regulations, and access management policy. Each of the types of data described above has a corresponding set of metadata. Two of the many metadata standards are the Dublin Core Metadata Initiative (DCMI) and Department of Defense Discovery Metadata Standard (DDMS). The metadata for structured data objects describes the structure, data elements, interrelationships, and other characteristics of information, including its creation, disposition, access and handling controls, formats, content, and context, as well as related audit trails. Metadata includes data element names (such as Organization Name, Address, etc.), their definition, and their format (numeric, date, text, etc.). In contrast, data is the actual data values such as the “US Patent and Trade Office” or the “Social Security Administration” for the metadata called “Organization Name”. Metadata may include metrics about an organization’s data including its data quality (accuracy, completeness, etc.); (DRM usage).  

Metadata Registry    

An information system for registering metadata (ISO/IEC 11179). A metadata registry provides a shared understanding about the metadata that describes a data object (DRM usage).

Metamodel    

A structure used to create models. For example, an XML Schema defines how to create XML vocabularies and structure XML data. In relational terms, data definition language (DDL) is used to generate (one or more) database schema (made up of related database tables) from which data can be entered.    

Narrower Term   

A term that is subordinate to another term or to multiple terms in a hierarchy. In thesauri, the relationship indicator for this type of term is NT. (ANSI/NISO Z39.19-200x)   

Node    

A specific concept or term in a taxonomy, thesaurus, classification scheme or categorization scheme. (DRM Usage)  

Node Relationship  

A semantic relationship (e.g. narrower-term) between nodes. (DRM Usage)  

OLAP   

On-Line Analytical Processing.  

OLTP    

On-Line Transaction Processing.    

Ontology    

A controlled vocabulary expressed in a representation language that has a grammar for using vocabulary terms to express something meaningful within a specified domain of interest. The grammar contains formal constraints (e.g., specifies what it means to be a well-formed statement, assertion, query, etc.) on how terms in the ontology’s controlled vocabulary can be used together. (ANSI/NISO Z39.19-200x)   

Payload   

The set of data objects a data service exchanges during a transaction; the message content; (DRM usage). 

Payload Definition   

An electronic definition that defines the requirements for the Payload (data) that is exchanged between a Supplier and a Consumer. Examples include XML Schema and EDI transactions. 

Performance Reference Model (PRM)    

One of the five FEA reference models. The PRM is a framework for performance measurement providing common output measurements throughout the federal government. 

Polyhierarchy    

Networked relationships, where each item may be related to one or more other items without the direct notion of a parent-child pair.    

Preferred Term  

One of two or more synonyms or lexical variants selected as a term for inclusion in a controlled vocabulary. (ANSI/NISO Z39.19-200x) 

Privacy   

Addresses the acceptable collection, creation, use, disclosure, transmitting, and storage of information, its accuracy, and the minimum necessary use of information. 

Query  

An instruction given to access a Data Asset; a request issued to receive data. A Query may be ad hoc when it is issued as an isolated access to a Data Asset (e.g., a one-time database query), or a Query may be part of a pre-planned, methodical operation, in which case it is recurring and often scheduled; (DRM usage).  

Query Point   

An endpoint that provides an interface for accessing and querying a Data Asset. A concrete representation of a Query Point may be a specific URL at which a query Web Service may be invoked; (DRM usage). See "Exchange Package". 

Reference Models   

A structure which allows the modules and interfaces of a system to be described in a consistent manner; An abstract framework for understanding significant relationships among the entities of some environment, and for the development of consistent standards or specifications supporting that environment. A reference model is based on a small number of unifying concepts and may be used as a basis for education and explaining standards to a non-specialist. A reference model is not directly tied to any standards, technologies or other concrete implementation details, but it does seek to provide a common semantics that can be used unambiguously across and between different implementations. (The Federal Enterprise Architecture Framework is defined in terms of reference models).    

Related Term  

A term that is associatively but not hierarchically linked to another term in a controlled vocabulary. In thesauri, the relationship indicator for this type of term is RT. (ANSI/NISO Z39.19-200x)  

Relationship  

Association between two entities in an ERD. Each end of the relationship shows the degree of how the entities are related and the optionality; (Oracle FAQ). (More: Relation Model at Wikipedia). 

RIDB   

Recreation Information Database, Department of the Interior. RIDB is a warehouse of information about Federal recreation sites, with the ability to export that data to state tourism portals, recreation-related businesses in the private sector, etc. See Recreation.gov.  

Schema    

The structure of a data set, database, information exchange package, etc. See also "XML Schema".    

Semantic Linking  

A method of linking terms according to their meaning or meanings. (ANSI/NISO Z39.19-200x) 

Semantic Web 

A representation in two (or possibly three) dimensions of the semantic relationships between and among terms and the concepts they represent; (ANSI/NISO Z39.19-200x). The Semantic Web provides a common framework that allows data to be shared and reused across application, enterprise, and community boundaries. It is a collaborative effort led by W3C with participation from a large number of researchers and industrial partners. It is based on the Resource Description Framework (RDF), which integrates a variety of applications using XML for syntax and URIs for naming; (W3 Semantic Web home page). Refers to a suite of technologies that aim to enhance the performance of the Internet for the functions of businesses, organizations and individuals by increasing capabilities to interpret and determine meaning in web-based data and information. 

Semi-Structured Data Resource   

Data that has characteristics of both structured and unstructured data, such as an e-mail (with structured data such as sender and subject, and unstructured text); (DRM usage).   

Service Oriented Architecture (SOA)    

Expresses a software architectural concept that defines the use of services to support the requirements of software users. In a SOA environment, nodes on a network make resources available to other participants in the network as independent services that the participants access in a standardized way. Most definitions of SOA identify the use of Web services (using SOAP and WSDL) in its implementation. However, one can implement SOA using any service-based technology with loose coupling among interacting software agents. (More: Wikipedia).    

Structured Data Object  

An entity within a data store. These entities, in turn, contain attributes that describe the object. Such objects rely on the structure and relationships defined in the data store to assign their meaning. Databases are examples of collections of structured data objects; (DRM usage). See also "Structured Data".  

Structured Data Resource  

Data described via the E-R (Entity-Relationship) or class model, such as logical data models and XML documents. Structured data is organized in well-defined semantic “chunks” called entities; (DRM usage). 

Subject Area  

A topic of interest shared within a community. The full list of subject areas of interest to a community form the context for that community. A super type is a subject area that spans multiple communities of interest; (DRM usage).  

Supplier  

An entity (person or organization) that supplies data to a Consumer.  Note that the Supplier may or may not be the original producer of the data. For this reason, the name “Producer” was not used; (DRM usage).  

Synonym  

A word or term having exactly or very nearly the same meaning as another word or term. (ANSI/NISO Z39.19-200x) 

Synonym Ring  

A group of terms that are considered equivalent for the purposes of retrieval. (ANSI/NISO Z39.19-200x)  

Target Architecture  

The set of products that portrays the future or end-state enterprise, generally captured in the organization’s strategic thinking and plans; commonly referred to as the "To-Be" architecture.   

Taxonomy    

A collection of controlled vocabulary terms organized into a hierarchical structure. Each term in a taxonomy is in one or more parent/child (broader/narrower) relationships to other terms in the taxonomy. There can be different types of parent/child relationships in a taxonomy (e.g., whole/part, genus/species, type/instance), but good practice limits all parent-child relationships to a single parent to be of the same type. Some taxonomies allow poly-hierarchy, which means that a term can have multiple parents, and although the term appears in multiple places, it is the same term. If the parent term has children in one place in a taxonomy, then it has the same children in every other place where it appears. (ANSI/NISO Z39.19-200x)  

Term    

One or more words designating a concept. (ANSI/NISO Z39.19-200x)  

Term Record   

A collection of information associated with a term in a controlled vocabulary, including the history of the term, its relationships to other terms, and, optionally, authorities for the term. (ANSI/NISO Z39.19-200x)  

Thesaurus   

A networked collection of controlled vocabulary terms. A thesaurus uses equivalence (synonym), hierarchical (broader/narrower), and associative relationships. The expressiveness of the associative relationships in a thesaurus varies and can be as simple as “related to term,” as in term A is related to term B. (ANSI/NISO Z39.19-200x)   

Topic   

A category within a Taxonomy. A Topic is the central concept for applying context to data. For example, an agency may have a Taxonomy that represents their organizational structure. In such a Taxonomy, each role in the organizational structure (e.g. CIO) represents a Topic. Topic is often synonymous with Node; (DRM usage).  

Top Term   

The broadest term in a controlled vocabulary hierarchy. (ANSI/NISO Z39.19-200x)  

Transaction    

An exchange of information between two or more services (or an entity and a service) in the performance of an operation or function; (DRM usage).  

Tree Structure   

A controlled vocabulary display format in which the complete hierarchy of terms is shown. Each term is assigned a tree number or line number which leads from the alphabetical display to the hierarchical one; the latter is also known as systematic display or classified display. (ANSI/NISO Z39.19-200x)   

Unstructured Data Resource  

Data that is of a more free-form format, such as multimedia files, images, sound files, or unstructured text. Unstructured data does not necessarily follow any format or hierarchal sequence, nor does it follow any relational rules; (DRM usage). 

Vocabulary Control   

The process of organizing a list of terms (a) to indicate which of two or more synonymous terms is authorized for use; (b) to distinguish between homographs; and (c) to indicate hierarchical and associative relationships among terms in the context of a controlled vocabulary or subject heading list. (ANSI/NISO Z39.19-200x)   

Web Services   

A software system designed to support interoperable machine-to-machine interaction over a network. It has an interface that is described in a machine-processable format such as WSDL. Other systems interact with the Web service in a manner prescribed by its interface using messages, which may be enclosed in a SOAP envelope, or follow a REST approach. These messages are typically conveyed using HTTP, and are normally comprised of XML in conjunction with other Web-related standards; (Wikipedia). (More: W3C Web Services Activity).    

XML    

Extensible Markup Language has at least two distinct meanings: 1. A set of generic syntax rules to enable the creation of specialized markup languages that follow similar conventions. 2. An ever-growing collection of standard, de facto standard, and special purpose languages based on XML syntax (e.g., XSLT, UBL, ebXML, XML Schema, XHTML, RDF, OWL, SVG, etc.). Sometimes the term "XML" is used when really "XML Schema" is intended. (More: W3C XML home page and Wikipedia).  

XML Schema  

Defines the vocabulary (elements and attributes), the content model (structure, element nesting, and text content), and data types (value constraints) of a class of XML documents. When written with a capital 'S', the term refers specifically to the XML Schema Definition (XSD or WXS) language developed by the W3C. However, when written with a lowercase 's', the meaning is more generic, referring to any of several schema languages for use with XML, such as DTDs, RELAX NG, Schematron, etc. In both cases, an XML schema is used to validate XML instances, to verify that the instances conform to the model that the schema describes. 

APPENDIX C: Additional Expanded Concepts for Data Sharing

This appendix provides addition information to architects as they plan for the implementing information sharing within a COI.  It provides guidance and recommendations in the areas of data sharing performance measurement and data quality, and introduces the DRM Standards Adoption Process.  This information is not intended as instruction, nor with the intent of requiring compliance.

B.1
Data Sharing Performance Metrics

The DRM uses a flexible approach to describe the categorization, exchange, and structure of data.  The categorization of data is achieved through the use of the BRM as the organizational construct for identifying the data’s business context.  The exchange of data is facilitated through the information exchange package which provides a packaged set of data categorized into a message that can be used or re-used.  The specific standards associated with this concept may vary on a case-by-base basis.  In the DRM, a common approach to the structure of data is realized through an adaptation of the ISO/IES 11179 standard as a guide.  This standard provides the structure by which data can be defined in terms of it business context.  The common structure implements a basic set of constraints and requirements, rooted in enterprise system architectures.  This approach provides agencies the flexibility to use the DRM in a way that is consistent with their own business needs while at the same time sustaining a capability to share data within and across domains to efficiently satisfy other business needs.  The DRM addresses business needs through its common approach to the categorization, exchange and structure of data.

Data sharing is the process that provisions data from an information source to an information consumer to meet a business requirement. A data sharing architecture is a standard, repeatable technical pattern for sharing data.  If an enterprise can enforce its architecture through a governance process as data is shared to support real business needs, then enterprise has a good chance of creating quality data.  In our view, once data is viewed as a shared corporate asset, it opens the possibility of aggregating data into repositories that can be used by many applications within and across agencies and lines of business.  Information sharing requirements have been the major impetus for significant changes in the management of information assets.  Global economic and security issues have led the way in placing increasing demands for data availability and usability across federal, state, and local government business spaces.

B.1.1
Enterprise Architecture Is the Foundation for Data Sharing

The FEA reference models are designed to support the development of a comprehensive, business-driven blueprint of the Federal Government.  It is most useful when it is aligned closely with government strategic plans, executive level direction, and agency goals and objectives.  Through the development of enterprise architectures, business owners provide an understanding of objectives and desired outcomes.  Figure B.2-1 illustrates the process whereby the business architecture informs other architecture artifacts and performance artifacts to accomplish business outcomes.  In addition, Figure B.2-1 shows the relationship between the business architecture and data.  Because data content is traceable to business requirements and the underlying services that support business requirements, Figure B.2-1 suggests congruence between the business’ taxonomy and the taxonomies that categorize and organize data.  Hence, enterprise architecture is a strong force for setting the stage for data sharing because an integrated architecture creates and documents a how the “value chain” beginning at business objectives is executed down to the content or data level.  Figure B.2-1 also suggests horizontal linkages that architecture has to performance standards and content metadata (which should trace to and reflect the business taxonomy).  The figure provides a useful way of looking at the interaction of a number of FEA reference model concepts to data sharing.


Figure B.2 - 1 Showing the Impact of  Enterprise Architecture, Taxonomy-Driven Metadata and Reference Model Service and Performance Concepts  on Information Sharing
B.1.2  Data Sharing Metrics Are Based on Enterprise Data Management Metrics

Data sharing performance metrics are based on the extent to which data can be:

· Discovered (e.g.,  content made consistently findable or present)

· Identified (e.g., content that is semantically consistent and reasonable)

· Standardized (e.g., content that has syntactic and structural integrity)

· Re-used (e.g., content that can be leveraged within and across domains to minimize redundancy)

· Trusted (e.g., content that is ‘reliable’)

· Good Quality (e.g., content that embodies and shares ‘conformance, integrity, timeliness’ among many business processes)

· Protected  (e.g., content that can be shared free of inappropriate disclosure or compromise)

These seven dimensions represent measurement goals with respect to data sharing.  If all seven dimensions are optimized, information then good, relevant, and properly protected information will be knowable and shared at the right time and place.  But performance on these abstract concepts needs to be measured in real terms.  This is accomplished by understanding and measuring the outputs of the following six enterprise data management functions.

· Data Program Coordination — Establishing, maintaining, and evolving the programmatic infrastructure for successful enterprise-wide management of data, i.e., definition, coordination, resourcing, implementation, and monitoring of enterprise data management vision, goals, organization, processes, policies, plans, IT standards, metrics, audits, and schedules for enterprise data management activities as a coherent whole.

· Enterprise Data Integration  — Identifying, modeling, coordinating, organizing, distributing, and architecting data shared enterprise-wide or between business areas, ensuring integration of business area data views in the overall enterprise data architecture. 

· Data Stewardship — Identifying, defining, specifying, sourcing, and standardizing data assets across all business areas within a specific business subject area consisting of some set of entity types, e.g., person.  

· Data Development — Analyzing, modeling, designing, organizing, implementing, distributing, and architecting data within a specific business area of the enterprise, ensuring its appropriate integration at the enterprise level.  

· Data Support Operations — Initializing, operating, tuning, maintaining, conducting backup/recovery, and archiving/disposing data assets in support of business activities.  

· Data Use - Executing business operations, analysis, and decision-making within data quality management and security requirements.

The functional relationships among these enterprise data management functions is shown in Figure B.2-2.


Source – HUD Assessment of HUD Data Management Procedures, Frameworks, and Practices May 9, 2003

B.1.3  Mapping Performance Characteristics for haring Based on Enterprise Data Management Metrics

Figure B.2-3 maps relevant FEA PRM performance areas to the same Data Management diagram.  While each PRM performance area can be applied to any portion of the management process, the arrows indicate what type particular measurement areas are the most important in each part of the process.  As the entire process represents best practice, the ‘INNOVATION’ measure points to the entire process.  Specific measurement indicators that are relevant to sharing will be developed in each of the functions shown in Figure B.2-3.

Government information sharing must be recognized as an important program that requires business transformation and cultural change. It will not happen overnight. It must be carefully planned, including strategy development at senior management levels, balancing the need to satisfy Congressional requirements, program costs, and security and privacy implications. Cross-agency initiatives will require significant guidance and support, initially. Executive leadership and governance structures must be in place to provide policy, guidance and decision-support.


Source – HUD Assessment of HUD Data Management Procedures, Frameworks, and Practices May 9, 2003

Source - FEA CRM May 2005


B.3
Data Quality

B.3.1
Background

In the past, organizations spent significant amounts of time and money staging one-time data quality fixes to solve a current business problem.  Such narrow approaches to data quality may meet short term goals but they do not result in long-term, durable fixes in data quality.  This is because the root causes of weak data quality are not addressed.  Changes are implemented but there is no committed effort to implementing continuous data quality measures.  In addition, “fix it now” approaches failed to foster approaches that consider system and data architectures and the governance strategies that are needed to ensure that data quality measures are durable. 

B.3.2
Assessing Data Quality

There needs to be emphasis on performing upfront data analysis in as thorough and accurate a manner possible.  This is needed to understand anomalies, redundancies, and inaccuracies in source data before attempting to extract, clean, and integrate.  Data quality assessments, performed with best practices and automated tools and technologies, can be completed in a relatively short period of time. Utilizing proven processes and techniques such as domain studies, structural inferences, redundancy inferences, and data-rule validation ensures a focus on:

· Completeness – Is the data provided by a service capable of meeting a business need? 

· Domain conformance – Does the data follow the rules and properties dictated by the domain?

· Formats – Are data formats consistently applied?

· Consistency – Data is controlled by business and database rules and only valid data is stored or exchanged.

· Reasonableness - Does the data make logical sense with respect to its real world description, definition or with respect to any transformations applied to it? 

· Attribute value integrity – Are the database types, lengths, null value, an acceptance rules consistently applied throughout the domain?

· Structural integrity – Are entity and referential integrity enforced correctly and, particularly, within insert and delete rules?

· Date, time, numeric conformance – Are date time clock formats in synch and are system clocks in synch? 

B.3.3
The Role of The Reference Models in Informing Quality

B.3.3.1
Background

The overall strategic goal for the DRM is to provide an approach that ensures the right data at the right time to the right person (R3DTP).  Several objectives discussed in detail in DRM documents to help achieve this goal and are highlighted here:

· Describe explicit, end-to-end business processes based on lines of business (LoBs) documented through enterprise architecture, business taxonomies, and workflows.

· Identify the enterprise business services that are required to support business processes.

· Establish a method for categorizing data to facilitate the discovery and exchange of data.

· Establish a prescribed method for describing data to ensure the meaning of data is understood .

· Establish a federated governance structure to promote common understanding of the DRM approach.

· Implement data stewardship to manage and assure data quality and protection.

· Establish metrics to measure the effective implementation of the DRM.

Figure B.3-1 presents the relationships among these objectives.  What is not shown on the figure is emphasis that organizations may place upon performing upfront data analysis—in as thorough and accurate manner as possible—to understand anomalies, redundancies, and inaccuracies in source data before attempting to extract, clean, and integrate it.  “Pre-architectural” efforts in data analysis will contribute to the development of architectures.  An informed architecture should become the foundation for driving data standards, data meaning and, ultimately, data quality.


B.3.3.2
Data Quality Management and Improvement

Data Quality Management: Data Quality Problem Management activity must show evidence of procedures and processes designed to facilitate the resolution of any issues such as end user data use, stewardship, data accessibility, data timeliness and data standardization that may arise.  

Data Repository: Evidence of the availability and use of media and other mechanisms to record and disseminate knowledge about the Data Management function within the organization.

Metadata Management Practices: Evidence of a systematic process for collection, maintenance and dissemination of information about the IT data required to maintain the IT Data Management function.

Quality Management Plans: Evidence and use of documentation that defines requirements and content of plans for current and future standardized use of data in the environment.

Configuration Management Practices: Evidence of defined and published policies, procedures, processes and forms through which suggestions, recommendations and changes in data content or documentation can be accomplished.  In addition, there should be evidence of policies and procedures designed to facilitate customer complaint management associated with the data life cycle.

Ongoing Data Quality Improvement: The  Ongoing Data Quality Improvement activity must show evidence of an active effort to apply corrective actions to current data problems and continue to look for opportunities to improve the overall set of Data Management practices.  

SDM/SDLC with Data Management: Evidence of the merging of Data Management activities into an overall Structured Design Methodology or a Systems Development Life Cycle methodology.  This should also include the presence, use and maintenance of data accessibility procedures, profiles and change mechanisms.

Data Security:  The presence, use and maintenance of data security at both the application and the data/database levels.

IT Investment Practices: Incentives, management practices, measures and awards that encourage and foster active compliance with good Data Management practices on an ongoing policy.

Enterprise Glossary: Presence of published and available Program Area (business and technical) definitions of commonly used data objects.

Enterprise Data Model:  presence, use, control, and maintenance of an Enterprise Data Model.

Enterprise Standardization:  presence, use, control, and maintenance of an enterprise data standardization strategy, policies, plans and procedures.

Enterprise Repository:  implementation and use of a data repository and the collection, use and maintenance of enterprise metadata.

Figure B.3-2 summarizes data quality management and the processes in which are required to implement programs in data quality given a business drive, architectural foundation for data sharing. 
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Figure B .3- 2 Data Management

B.3.4
Other Considerations for Data Quality

B.3.4.1
The Ongoing Role of Understanding the ‘As Is’ Condition Can Enhance Sharing

Business requirements served by processes, services, and data that are “pre-architectural” should exercise the above best practices.  “Pre-architectures” are defined as situations where architectural artifacts are created consistent with reference models for specific, but still un-integrated, business processes. While integrated architecture provides the best foundation for data sharing, the use of comprehensive, best practices linking business taxonomy, workflow, services, and underlying data taxonomies and metadata in an understandable way will enhance data sharing for any specific business function.  “Pre-architecture” also positions business functions for integration at a future point and will create efficiencies within specific business activities.  What “pre-architecture” cannot fully facilitate is an evaluation of redundancy (because no enterprise integration is present).  Nor can it, in and of itself, reliably provide advice on the best course of action for integration.  But by developing artifacts outside a more broadly integrated processes, the process of structuring data in a consistent way is enhance.  Performance measures for sharing applicable to the enterprise should be applicable. 

This approach is also consistent with the core premise of the DRM strategy which is one in which the data architecture is defined incrementally to meet specific business requirements.  In cases where starting with a high-level framework is not possible, the road to success is in developing architectures that incrementally “binds the business“  If the pre-architecture is used in this way to resolve specific business problems, it can eveutally evolve into an accepted, comprehensive architecture covering entire agencies, communities of interest or lines of business.

B.3.4.2
Data Governance

Success for the DRM is dependent on the identification, acceptance and proliferation of data standards, across the several communities of practice and at various levels of government. The complexities of information exchange and semantic understanding of data will require agreement to accept standard definitions and procedures.  Governance provides the policy and structure that allows this to take place.  With the DRM about to be launched, it is important that all departments and agencies begin to implement some measure of governance in order to properly coordinate and support the use of information exchange packages.  Cross-community coordination and feedback administration will necessitate a well designed set of information sharing governance processes. For each proposed data standard, the sheer volume of department, agency and individual person interactions requires that a governance framework be developed to handle all aspects of proper DRM development.

LoBs and Communities of Practices Each LoB or Community of Practice:

· Define their data and information exchange formats as needed to support their business operations

· Define data and metadata to accommodate related data life cycle characteristics (create, review, update, delete).

· Model business and data relationships that identify dependencies and behavior limitations of the data within their specific business community

· Designate a managing agency responsible for maintaining information exchange definitions, receive comments, convene periodic creation and update meetings and register data sharing agreements with related registry and repositories

The FEA DRM program facilitates the establishment of Communities of Practice and supports the development of data sharing agreements as a collaboration tool. FEA DRM Guidance provides direction for collaborating partner agencies to publish templates and data access and sharing patterns in their registries, in data dictionaries, through structured vocabularies and other data documentation facilities.  The CoP supports the sharing process but does so in a “bottom up” fashion.  Figure B.4-1 provides this perspective.
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Figure B.4- 1 The CoP Perspective:  Showing the Impact of  Enterprise Governance, Taxonomy-Driven Metadata and Reference Model Service and Performance Concepts on Information Sharing

Standards Adoption Process: The DRM Standards Adoption Process will be a well-defined, repeatable process. At the heart of the process is a suite of guiding procedures. Their appropriate application will contribute to the adoption of overall best practice for identifying, labeling/documenting, categorizing, registration, and dissemination of DRM Standards. We are basing the standards Adoption Process on the current FGDC Standards Development process as shown on the following page. Modification and refinement of this process is likely as we continue to evolve DRM processes.



B.5
Data Stewardship

The data holdings within each Agency are vast and dynamic. The Agencies so far have lacked a consistent and broadly usable common approach to expose and share its data resources. Program-specific data classification, as well as security, privacy and confidentiality issues add complexity. Combined with funding allocations along program-specific boundaries, these factors contribute to inconsistency in data definitions and management across the government.

Peter Block defines stewardship as “the willingness to be accountable for the well-being of the larger organization by operating in service of, rather than in control of those around us.”
  More specifically, the functions of Data Stewardship include identifying, defining, specifying, sourcing, and standardizing data assets across all business areas within a specific business subject area consisting of some set of entity types, e.g., person.

A key component of the Data Stewardship involves the creation and maintenance of a “master” data dictionary that provides names, definitions, points-of-contact, data type, and formats for identification and maintenance of data elements currently in use.  

One of the key tenants in developing accountability for Data Quality is the definition of all data-related roles within each Program Area – an “information stewardship” program.  Data stewardship is an essential element in organizations driven by data quality concerns.  As noted in Sections 3.5 and 3.6 data quality information will exist in an organization only to the extent that individuals who produce and consume data are trained, measured and held accountable for the accuracy and validity of that data.  As a result, data stewardship is a key component necessary to determine data security policy.

APPENDIX D: Registries and Repositories  

This appendix provides information on registries and repositories, and how they support the DRM. 

There are distinctions drawn between two primary types of registries: metadata registries and data registries. A metadata registry is an information system for registering metadata. A metadata registry provides a shared understanding about the metadata that describes a data object. A data registry is an information system that manages and maintains metadata about data and data-related items, such as digital data resources and data assets. A registry
 is often paired with a repository that acts as a storage mechanism for contents that are registered within it. Existence of a repository enables life-cycle management (e.g. create, update, delete) functions to be performed on registry contents. 

Examples of contents of a registry/repository are: 

· Exchange packages

· Taxonomies

· XML schemas

· Data objects

· Metadata attributes that describe a Data object

· Documents

Registries may be federated in order to enable their contents to be shared amongst other registries, causing them to appear to a user and to automated processes (such as queries) as a single registry. This is shown in figure 5-2.


Figure 0‑1 Federated Registries

For example, a query against multiple data assets from a series of federated registries (known as a federated query) can result in an aggregated data set that represents a “wider picture” than may have otherwise been possible. This is shown in figure 5-3, in which multiple data assets are queried across multiple federated registries:


Figure 0‑2 Data Assets queried across federated registries

Federated results can then be further analyzed using techniques such as business intelligence. 

Federation of registries amongst different organizations can be very powerful in that it enables metadata and data artifacts to be discovered and reused on a wide basis. Federated data registries can support COIs in their missions by providing a foundation for governance of data artifacts and data assets that are key to the mission of those COIs, enabling their missions to evolve as needed over time, while federated metadata registries can ensure that there is a shared semantic meaning for data objects that are key to the mission of those COIs. For example, taxonomies that are related to the domain of a COI (e.g. geospatial taxonomies) may be registered and maintained within a series of federated registries that are managed by various members of the COI.

Registries can support each of the 3 standardization areas of the DRM. Examples of such support are provided in figure 5-4:

	DRM Standardization Area
	Support By Data Registries
	Support By Metadata Registries

	Description
	Data and data artifacts may be richly described via the metadata provided for them within data registries.
	Data objects may be richly described via the metadata provided for them within metadata registries.

	Context
	Taxonomies may be registered and maintained within, and discovered via, registries.
	Data objects may be given enhanced semantic meaning through classification according to taxonomies that provide metadata for them.

	Sharing
	Exchange packages and data assets may be registered and maintained within, and discovered via, registries.
	The metadata for exchange packages and data assets may be registered and maintained within, and discovered via, metadata registries.


Figure 0‑3 Standardization Areas supported by registries

APPENDIX E: Useful Data Standards

This appendix will be provided at a later date.
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The DRM is a framework whose primary purpose is to enable information sharing and reuse across the federal government via the standard description and discovery of common data and the promotion of robust data management practices.
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The DRM enables description of structured data in entity/attribute form. For example, the following are representations for “person” and “event” entities, along with their attributes, and the relationship between them:  


























 	











Usage Example: Data Description








Caused





Person





personIdentifier: Integer


fullName: String


BirthDate: Date


age: Integer


address: String


etc.








Event





eventIdentifier: Integer


eventType: String


eventDate: Date


eventTime: Time


etc.








Figure � STYLEREF 1 \s �2��� SEQ Figure \* ARABIC \s 1 �2� Data Description Usage Example
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The following example expands on the earlier “Data Description” usage example. It depicts a partial taxonomy that includes a “Person” entity, with several levels of categorization (subtopics) beneath it. Relationship types are specified to the left of each arrow – for example, “Private Person” (e.g. a retiree) is a type of “Person”. Although all relationships in this example are the same, that is not always the case. 











Usage Example: Data Context








*expansion not shown, for purposes of   
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This example is based on an existing implementation of the DRM at U.S. Department of the Interior (DOI), for the Recreation One Stop initiative. It depicts  the sharing of data that resides in the Recreation Information Database (RIDB). A query point exists for this data asset, and it is a CGI (Common Gateway Interface) program. A query is specified which acts on the query point to obtain information regarding a recreation area whose identifier is “1577”. This query results in an XML document that conforms to the RecML standard, and the XML schema with which this XML document is associated can be considered a “payload definition” that is associated with the exchange package that describes this data exchange. Finally, the result is an HTML page that displays the contents of the XML document along with various Web page features and formatting (headings, etc.) on the Recreation.gov Web site, created by applying an XSLT style sheet to the RecML XML document.





Usage Example: Data Sharing
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Figure 5.6 - � SEQ Figure_3.2- \* ARABIC �1� Data Source-to-Target Matrix





Figure B.2- � SEQ Figure_3.4- \* ARABIC �2� Data Management Processes





Figure B.2- � SEQ Figure_3.4- \* ARABIC �3� How PRM Metrics Are Applied To Data Management Processes





Figure B.3- � SEQ Figure_3.5- \* ARABIC �1� Reference Models Inform Artifacts that Inform Quality





PROPOSAL STAGE


Step 1. - Develop Proposed Data Element Standard - A new data element standards project proposal is submitted.


Step 2. - Review Proposal - The Data Standards Committee and the appropriate Subject Area Focus Team reviews and evaluates the standard proposal. The proposal goes out for public comment..


PROJECT STAGE


Step 3. - Set Up Project – The Data Standards Committee establishes the project and activates standards development.


DRAFT STAGE


Step 4. - Produce Working Draft - The Data Standards Committee proceeds with standard development.


Step 5. - Review Working Draft - The Data Standards Committee submits a working draft for pre-public review and then prepares a committee draft for public review.


REVIEW STAGE


Step 6. - Review and Evaluate Committee Draft - The Data Standards Committee evaluates the Committee Draft of the standard and makes a recommendation for public review to the Coordination Group.


Step 7. - Approve Standard for Public Review - The Coordination Group reviews the recommendation of the Data Standards Committee and approves standard for public review.


Step 8. - Coordinate Public Review - The Coordination Group announces and coordinates a public review of the proposed standard. Testing and validation of the standard take place at this time.


Step 9. - Respond to Public Comments - The Data Standards Committee reviews all comments and produces a revised standard and a comment response document. Results from testing and validation of the standard are documented.


Step 10. - Evaluate Responsiveness to Public Comments - The proposed standard and a public response document are reviewed by the Data Standards Committee.


Step 11. - Approve Standard for Endorsement - The Coordination Group reviews the recommendation of the DSC and approves the proposed standard for DRM endorsement.


FINAL STAGE


Step 12. - Endorsement - The Data Standards committee reviews the recommendation of the Coordination Group and endorses the standard.





Figure B.4- 2 STANDARDS ADOPTION PROCESS:
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� In this specification, the term “data” is often used alone to collectively mean data, data artifacts (e.g. documents, XML schemas, etc.) and data assets. At times, the term "data artifact" and/or "data asset" may be used separately, or together with "data", as appropriate for the intended meaning. The reader should consider the context of each reference.


� It should be noted that ontologies may also be used for categorization, and also that taxonomies are themselves a lighter form of ontologies. The DRM categorization focus is on taxonomies.


� The term “data asset” is synonymous with “data source”. It is described within the Data Context chapter.


� Adapted from Take Steps to Improve Government Data Sharing and Reuse, Gregg Kreizman and Rita E. Knox, Gartner ID Number: G00125749, February 25, 2005


� It should be noted that the term “relationship” is used in two ways here. The concept named “Relationship” participates in relationships with other concepts in the abstract model, and also defines the relationship between entities when it is applied to a specific scenario.


� It should be noted that the term “attribute” is used here in a different way than for the concept named “Attribute”. Here, an “attribute” is used to describe characteristics of each of the concepts in the abstract model.


� The “Identifier” attribute is described at an abstract level in order to be consistent with the abstract nature of the reference model. Therefore, there are no references to aspects such as identifier uniqueness, representation format, or similar. Implementations based on the DRM will introduce such aspects as needed according to their requirements.


� As shown in the abstract model, a Digital Data Resource may be one of these  three specific types of data resources. The same general idea applies to the entries for the “Semi-Structured Data Resource” and “Data Object” concepts above.





� It should be noted that the term “entity” here, and in subsequent Dublin Core attributes, does not have the same exact meaning as the “Entity” concept of the Data Description abstract model.


� A data subject area is comprised of one or more information classes.


� In this example, a specific type of event is depicted (a fire).


� Because a Taxonomy is represented as a Structured Data Resource, and a Data Asset provides management context for a Digital Data Resource, it follows that a Taxonomy may be stored and managed within a Data Asset.


� It should be noted that the term “relationship” is used in two ways here. The concept named “Relationship” participates in relationships with other concepts in the abstract model, and also defines the relationship between topics when it is applied to a specific scenario.


� The “Identifier” attribute is described at an abstract level in order to be consistent with the abstract nature of the reference model. Therefore, there are no references to aspects such as identifier uniqueness, representation format, or similar. Implementations based on the DRM will introduce such aspects as needed according to their requirements.


� Source: ANSI/NISO Z39.19-200x.


� The term “data asset” is synonymous with “data source”. It is described within the Data Context chapter.


� The “Identifier” attribute is described at an abstract level in order to be consistent with the abstract nature of the reference model. Therefore, there are no references to aspects such as identifier uniqueness, representation format, or similar. Implementations based on the DRM will introduce such aspects as needed according to their requirements.


� For a Query Point, an identifier represents the electronic address at which the Query Point may be accessed.


� Although this menu option does not present what would normally be considered an “ultimate result set” of data (i.e. the user is still in the process of formulating the query via the interface), the URL that displays this menu option (� HYPERLINK "http://www.recdata.gov/RIDBWeb/goToWebServiceView.do" ��http://www.recdata.gov/RIDBWeb/goToWebServiceView.do�) may still be considered an Query Point (more specifically, an “intermediate” Query Point). This is because the URL that displays this menu option may indeed query a data asset to obtain the list of organizations it displays, depending on how the processing was designed.





� Peter Block, Stewardship: Choosing Service over Self-Interest, San Francisco: Berett-Koehler, 1993.


� The term “registry” will be used at times in this section in a general sense to mean either “metadata registry” or “data registry”.
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