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Agenda: We address issues of data and service reliability and availability in a SOA for 100% uptime systems, so the track on SOA Quality and Information Assurance might be relevant.  The breakout session on vendor perceptions and implementations would also be relevant.  Finally, we would be happy to present in the poster session.

The Federal Government is faced requirements for fast, flexible, and cost reasonable solutions for analytic access to massive data.  These requirements stem from environments with a rapid data pace, unstructured or semi-structured data, federation and semantic alignment of data in support of collaborative information sharing, and rapidly evolving operational mission requirements.  SYSTAP, LLC has developed an innovative service-oriented architecture known as “bigdata” that provides a scale-out storage and computing fabric to address these requirements.  Our goal is linear scale-out on commodity hardware for data intensive computing problems.  Similar efforts include Google’s bigtable project and the boxwood project by Microsoft Research.
The bigdata architecture seamlessly manages data and latency requirements by migrating hot data into RAM, balancing load across the grid, and leaving cool data on disk.  Bigdata supports very high concurrency with full transactional isolation, fast update absorption with sophisticated journaling, read-optimized on disk data structures, parallel key scans for super-fast query, and will automatically map functional programs across the data topology.  For extremely high throughput applications (millions of concurrent IOs), bigdata supports a non-transactional mode with ACID row-oriented reads and writes.
Bigdata is designed to scale-out, but also to fail soft.  Bigdata keeps your data safe by a sophisticated replication strategy that ensures the data is redundantly stored on multiple machines and multiple disks.  Fail-over is automatic to remaining disks, processors, and hosts.  Latency can be reduced simply by adding more hosts to the grid, while overall performance degrades slowly as data is forced from RAM into disk-based access.  

The bigdata SOA decomposes the distributed database into a distributed data service (handling client reads and writes and data replication), a metadata service (handling dynamic data partitioning and providing a data service locator service), a transaction manager, a job scheduler, and a “management” service to manage data replication, availability, and latency goals for the fabric.  Bigdata is designed for 100% uptime and with the expectation that individual disks, machines or network components may fail.  The SOA helps us to address these requirements using a variety of techniques to provide robust services with automated failover support.

Bigdata uses Jini to manage service registration and discovery.  Jini is toolkit, developed by Sun and now hosted by Apache, for building service oriented architectures that accept the realities of distributed computing – many points of failure.  Services discover registrars and advertise themselves, while clients discover registrars and use them to discover services based on published service advertisements.  The bigdata SOA uses Jini to advertise its metadata, transaction manager, job scheduler, and management services.  However, for reasons of scale and availability, the metadata service handles data service discovery for clients.
The metadata service provides scalable addressing of exabytes of application data per scale-out index.  The metadata service is responsible for transparently breaking down application data into 100-200M index partitions.  Each index partition is described by the application key that separates it from the previous partition, much like the separator keys in a traditional B+Tree.  By constraining the size of index partitions, the management service is able to rapidly redistribute index partitions on an as needed basis to meet replication, availability, and latency targets.  While Jini provides for attribute-based lookup of services, it does not offer an ordered attribute space such as the metadata service imposes.  The metadata service therefore offers an alternative discovery mechanism designed to provide scaleable lookup, cache, and pre-fetch of data services that is aware of the ordered correspondence between the application data and the mapping of the data services onto the grid resources.

Bigdata grew out of our experience in applying semantic web databases to provide federation and semantic alignment for the Intelligence Community (IC).  We have applied the bigdata architecture to develop a massively scalable semantic web database and we have plans to expose bigdata using an OODBMS framework.  We are currently exploring the description of bigdata services using OSGi (http://www.osgi.org/) and managed deployment using SCA (Service Component Architecture).
