January 12, 2007 DRAFT

What the SICoP meeting is all about
This write-up is primarily for those I have asked to attend the meeting, plus Brand Niemann who has sponsored it. Skip over what you already know. 

In Appendix A I describe to my DNI/DTO-project participants what the SICoP is and why it is so significant. It is the spear-point for the deployment of advanced semantic technologies within the Federal Government (Brand – feel free to correct me on the material I presented in App. A –  the history of SICoP is found easily with Google – see http://colab.cim3.net/cgi-bin/wiki.pl?SICoP.) 
I also describe the Data Reference Model (DRM). It is guidance for all the Federal Agencies on how to share data. I helped write the DRM version 2.0. However, based on the work done by the AQUAINT and NIMD projects as of last Spring (and being continued in AQUAINT and CASE) I believe the DRM 2.0’s approach is now obsolete. From properly labeled data we can infer many of the relationships that are of interest.
The parts of the DRM 2.0 I wrote were the Introduction and Guidance for Data Description (Chapter 3) and Data Context (Chapter 4). The Data Sharing (Chapter 5) portion was written by Bryan Aucoin, who I hope will be there on the 6th. In the final writing sessions we came together on the idea that Data Sharing services in a SOA require a Data Context and a Data Description. 
My presentation will first discuss the relationship of the “topic” concept in Data Context to Data Description. I am going to assert that new advances in Natural Language understanding and Knowledge Representation, notably the Interoperable Knowledge Representation for Intelligence Support (IKRIS), make it possible to unify the two in a Knowledge Descriptor (KD) of some kind – name to be determined. That would be the fundamental shift that would take us to the DRM version 3.0. However, it turns out that using the IKRIS concepts this KD is far more powerful and far more significant than any of its predecessors could have been. Notably it would enable intelligent agents to do something better than just match XML tags – allow the generation of new knowledge. This would allow one to dynamically configure resources in a SOA, for example, or auto-understand and auto-generate Web content.
So I am in effect asking each of you to describe what you bring to the table that supports this assertion while claiming that the success or failure of the conclusion is my own responsibility. . You do get to tell me I am off-base later in the panel discussion, so you need not support my argument in your initial presentations. 
The WordNet project’s artifacts are the foundation of my argument, so I have asked Christiane Fellbaum to start off first. I have asked her to inform the audience as to what WordNet really is and then discuss the post-ARDA/DTO condition of WordNet as a system. 
This is how I see WordNet. Christiane has stated that she considers WordNet to be the definitive lexical Ontology. I accept that premise and argue that whatever alternative upper Ontologies or other structures may be proposed that for data sharing we must at least disambiguate the words that are used in Data Descriptions and are contained in Databases. For any DRM compliant service in the government I will argue that any topic word must be registered. The registration will be grounded on the different word meanings in WordNet – with a specific synset chosen. This way we have unambiguous topics (I already made provision for this in the Data Context section.) Should there need to be a “topic” which is not in WordNet, then it must become a domain specific extension. In reality this means that we will start modeling actual noun phrases or snippets of English, but that is where we need to go: we need precision and clarity.  
Bryan Aucoin will bring discuss up some new (to me) concepts of Data Context and Data Description in Service to Data Sharing into which he has gained insight while serving as the Chief Architect of the DNI. These need to be addressed in the DRM 3.0 as well. 

I, however, will be focusing almost exclusively on the linguistic and logical issues of the DRM.

I will specifically suggest that the CIO council make WordNet the standard for the DRM Context section topics, with the Agency Metadata committees empowered to work on the extensions. 

Christiane’s Talk

As I have discussed with Christiane over the phone I would like her to describe WordNet for those people who are not fully conversant with it and then discuss its post-ARDA state specifically. I am concerned about “Ontologoes” being created which are not really Ontologies but rather a naïve attempt to create some form of a sentence diagram. 
To set a context, her talk will describe the synsets approach to meaning identification and show us how many words have multiple meaning and how many of them are used frequently (tables I have seen from prior briefings). Then there will be a discussion of nouns, the hypernym/ hyponym linkages which is the legitimate mapping to an Ontological Class, and the holonyms/meronyms that exist. Then there will be the new (to many) area of Telic relationship (“Chicken is a food”) which has the risk of being used by people who are unfamiliar with WordNet to create false Ontology classes using OWL-DL. We know that Cycorp uses the term Ontology more broadly, but they get to talk later in the morning and educate us all ( 
The next topic is verbs. First Christiane will explain that they are not nouns and really cannot be converted to them. Of particular importance is the fact that because they entail a State Change or Motion they have a temporal component to their semantics. This means that although the hypernyms are similar to what they are in the case of nouns there are 4 possible types of hyponyms.   

The implication of this difference in a Data Context section is that using such a word as a “topic” should be done with care. There is a risk that an un-informed person might try “noun-ifying” a verb to put into an OWL-DL Ontology. Since the lexical inheritance does not work in this case this type of activity must be discouraged.
As to the post-ARDA/DTO state of WordNet, the fact that WordNet is now a consistent linguistic construct is very significant. The rendering of glosses into sentences where 

1. the synsets of words are used to make their meaning clear, and that

2. instances are clearly identified 

together make WordNet a sound foundation for the future, i.e. the DRM and also the Web 3.0.

My recommendation is that data descriptions used to support Data Sharing use similar sentences containing disambiguated terms, and only such terms (with the provision for extensions).  
The Global Climate Change Master Directory  
Lola Olsen is the project manager of the Goddard Global Climate Change Master Directory (http://gcmd.nasa.gov/). This web site is very significant and was my template for the language in the Data Context guidance section in the DRM 2.0. 
In 1991 started following a group called the Catalog Interoperability Working Group in 1991 and was with it for several years while at Argonne National Laboratory. It looked at “Data in the Large”, how one described collections of data sets. They created a metadata construct named the Data Interchange Format (DIF) which has a well balanced collection of keyword fields and free text fields. The next level of collections after the data sets are “Data Inventories”. 
The GCMD is notable technically for yet another reason: it has a taxonomy of topics that are interlaced with descriptive pages.

The GMCD is notable for a third reason: the CIESN crisis. In 1994 the CIESN project, which recorded data about how climate change effects human activity, was told by congress to merge its data with that of the Master Directory. The taxonomy of terms, however, was totally different and initially people were flummoxed! 

One change was to isolate the National Space Science Data Center’s holdings which were primarily astronomical and therefore had a very special vocabulary (http://nssdc.gsfc.nasa.gov/) from Earth related data. However, the current GCMD’s topic words are a blend of those that encompasses natural and human related activities. As such they are a model for any set of Data Contexts and Data Descriptions that are created today in support of Data Sharing. 

The current GCMD also embodies 18 years of experience. It is a big success, indexing over 16,000 data collections and petabytes of data! 

A fourth reason to look at it: it is multi-agency. It s a Data Sharing and also a SOA success story.

In summary I will introduce the GCMD as a model of how we can do things well today  in Data Sharing today. Another message: NASA is a Civilian agency so does not have a huge budget. Collaboration among agencies is the key to its success! 

Lola Olsen’s Talk 
Lola and I have not discussed this in detail but I had a general discussion last summer. Lola, here is what I want to include in your talk. Please give me feed back. 
I want you to describe the context of the GCMD. That means its mission, its structure, and its services. Then I would like you give examples of the three-level taxonomies of topics and the related descriptive pages that come up for those topics. 

Then I would like you to discuss the DIFs and the use of “valids” to further qualify the content of a data set. Describe the process of working with DIFs – how new DIFs and/or new valids might be permitted. 

Then I would like you to look at how a particular site (e.g. U of RI) describes its GCMD registered data, which gets you to the next level. 
Then give some statistics of how many keywords, valids, sites, DIFS, etc etc to show that probably a majority of the government’s data is already indexed and pointed to by this site!

The take away message – “Why does anybody think finding data sets for Data Sharing is so difficult? Just ask us – we know how it should be done!”

BREAK!
Language Computer Corporation and its Talk
LCC has so many capabilities that it would take hours to describe them, so I will point to what I think the focus should be. 

Although WordNet disambiguates words, and extending it to extra concepts will help even more, text descriptions used for datasets are sentences. This means that there has to be a leap between the character strings and the sense of words, and, to actually make Data Sharing feasible, we must then understand the meaning of sentences containing those words. As these are dynamically constructed by people this must be dynamic: the space of all valid sentences is too large to be created and indexed. However, LCC has been able through its AQUAINT and other funding to be able to parse sentences and detect logical relationships. 

This means that LCC has tools that 

1. detect the senses of word (and can create markups of words), and 

2. identify logical relationships within the sentences  

these capabilities are what I would like featured. LCC’s suite also contains advanced features that detect temporal relationships, and can recognize opinions as such in a collection of sentences. They can also summarize across multiple documents. These capabilities should be covered. 
There could be some examples.

LCC’s talk will reinforce my assertion that we can process Data Descriptions to easily understand the precise meanings of words and then generate knowledge from them, i.e. relationships among concepts. These concepts than can be 
1. related back to (the extended) WordNet registry, and

2. used to build a knowledge base. 

LCC has an example system that models WordNet’s word relationships
Cycorp’s Talk
Yes, I obviously know that Cycorp did work in AQUAINT, and this should be mentioned to point out that knowledge about language is already built in to the Cycorp Knowledge base. The focus I would like to have in the Cycorp talk is that

1. Cycorp participated in IKRIS and
2. Cycorp already has the constructs of IKRIS

3. Cycorp can build a an interoperable knowledge repository today 

The IKRIS project and its language IKL showed that one could build a representation for knowledge that encompassed first order logic, but more as well, notably Non-monotonic logic (realized as Micro-Theories) and process descriptions. CYC has been a long time, and therefore it should not be surprising that this was the case. The value of IKRIS in this context is then:

1. Cycorp has the features of IKRIS’ IKL language
2. Cycorp’s language constructs are equivalent to alternative formulations (e.g. OWL-S for service Oriented Architectures) 
This means we can build a knowledge base using CYC-L right now and translate it into any alternative formulation in an equally powerful language. The fear before might have been that it was a proprietary format. We now know that as the format is interoperable this is not a significant concern. 
What Cycorp’s capabilities this specifically address that is important: 

1. Verbs can be modeled as processes (i.e. a holonymy/meronymy analogy)

2. Contrafactual conditional statements (Assuming X then Y) can be stated easily
Which means all scientific laws can now be stated: If X is the case and then process P occurs the result is Y)
So basically, Data descriptions and even Data Schemas once rendered into a logical form can now be reasoned about, which means that far more data can be detected as being Semantically Interoperable, which is why this is a SICoP presentation! 

Yes – I know they could before – but CYC is so powerful most people just do not know how good it really is.
Mike this is your chance to tell these folks they have been missing out on a good thing!!!

The Panel Discussion
Here’s where you answer questions from the floor and say that Lucian is a little over-optimistic or whatever. Yet, although we do not know how to do everything yet, I believe that we can start now on the technology for the DRM 3.0, which is that of the Web 3.0 and real Service Descriptions in SOAs as well. If we start the government on a path to using exact language descriptions and topics, ones that can be understood by computers, then we will make far more powerful Data Sharing services possible than are possible today. 
--------------------------------------------

So, I will need comments form each presenter, and I will need the presentation material sometime by the end of the next two weeks. From what I have seen you already have this material in other presentations, so there should be little new stuff to create. It cannot be marked proprietary because it will be on the Wiki. Send it to me and we can talk. We’ll “go to press” in the third week. 
The presentations will also be recorded with Video and made available as a DVD, so you may have to be prepared to sign a release form.

Appendix A: The Federal Background
(I think I have the acronyms and the sequence right – I have included the source of the quotes)

The government as a whole is being asked to ensure that data within the government is made available electronically to those who want it and especially to those who need it. Once one gets beyond web sites and portals, however, one hits the brick wall of understanding data sufficiently to recognize from its published descriptions the degree to which it matches the needs of a query.

The most relevant legislation that determines what must be done are: 

1. The Clinger Cohen Act of 1996 that said essentially “everybody needs a Chief Information Officer and must develop an Enterprise Architecture”.

2. Electronic Government (e-Government ) Act of 2001 (see below.)

3. The Government Paperwork Elimination Act, GPEA, (P.L. 105-277) that requires that, when practicable, Federal agencies use electronic forms, electronic filing, etc. 

As for the e-Government act:

“The E-Government Act (E-Gov Act) of 2002 was enacted with the general purpose of promoting better use of the Internet and other information technologies to improve government services for citizens, internal government operations, and opportunities for citizen participation in government. Among other things, the act specifically requires the establishment of the Office of Electronic Government within the Office of Management and Budget (OMB) to oversee implementation of the Act's provisions and mandates a number of specific actions, such as the establishment of interagency committees, completion of several studies, submission of reports with recommendations, issuance of a variety of guidance documents, establishment of new policies, and initiation of pilot projects.” (http://whitepapers.techrepublic.com.com/whitepaper.aspx?docid=146710)

All this was well and good, but left open the question of “how”. In the 1990s, in response to the Clinger Cohen Act the various CIOs in the government formed the CIO council:

“The Chief Information Officers Council is the principal interagency forum to assist CIOs in realizing their mandates to ensure the rapid and effective implementation of information management and information technology (IM/IT) solutions within each agency and to create a more results-oriented, efficient, and citizen-centered Federal government. The CIO Council works to improve agency practices related to the acquisition, modernization, use, sharing, and performance of Federal government information resources.” (http://www.cio.gov/)

They initially formed a group to study what should be done to create the Clinger-Cohen mandated Enterprise Architectures and created a description of a Framework for such descriptions (the “FEAF”.) However, it lacked specifics ,which made the results produced using it hard to evaluate and compare. The result has been the development of the Federal Enterprise Architecture (FEA) Reference Models 

“The FEA is being constructed through a collection of interrelated ‘reference models’ designed to facilitate cross-agency analysis and the identification of duplicative investments, gaps, and opportunities for collaboration within and across Federal Agencies.” (http://www.whitehouse.gov/omb/egov/a-2-EAModelsNEW2.html)

The models are like a taxonomy, or optimistically an Ontology, of descriptive classes that allow all artifacts acquired via the government’s Information Technology (and/or HW/SW in weapons systems) budgets to be grouped and categorized.  It may also be a network of interrelated classes. 

Here is what happened with the models. The Technical Reference Model in Draft form was released in 2002. Others followed but the Data Reference Model (DRM) was slow in coming. Work on the first draft was completed in 2003 but then for a year nothing happened. It succeeded in pointing out that there were three issues that had to be addressed, Data Descriptions, Data Context and Data Exchange, but how to flesh these out was a difficult question. Then, as something had to be done Michael C. DaConta (http://www.daconta.us/)was recruited to join the Department of Homeland Security to create a follow-on version of the DRM. The process was somewhat controversial, but input from all was solicited. A draft of version 2.0 was available in the fall of 2005. 

Some within the government were not convinced by the initial draft. After a discussion I had with a key government decision maker CSC was approached to let me work on the document describing the model. I made two points in that discussion. The first was that there was no such thing as an unstructured data source. All data had structure, but there were differences as to whether it was representable independently of the instances of data and whether it was in the data or only in the tools used to process the data. The second point was that the DRM at the time seemed to be limited to SQL databases, documents and web sites. There are several more major categories of government data and the requirements for these were left unaddressed. In fact by volume the unmentioned data types are by far predominant, e.g. scientific data, simulation data and GIS data. 

I joined the writing committee for the final version of the DRM 2.0 in October. My first contribution was to argue that the DRM had to be a Reference and a Model. As a Reference it was the authoritative source to go to compare what someone wished to do with what was needed to comply with the model. As a model it had to contain key abstractions that simplified the concepts that had to be realized. 

We also then agreed that the audience for the document was the Architects and not their managers, and that the focus was on Data Sharing, not how to describe data for the world. This allowed us to focus on Communities of Practice (CoP) / Communities of Interest (CoI). This was very important because it meant that all the groups that already had figured out how to share data and were experts at it could continue to work as experts without having to satisfy some separate “OMB requirement”. The people in the CoP involved with Geographical Information Systems’ were the poster child for this. 

With this is mind I agreed after a quick discussion to Brian Aucoin’s concept of a “document” and decided to focus on Data Descriptions and Data Context as artifacts that provision Data Sharing services. I inserted language to say that the DRM was not just for SQL databases and documents with keywords. The Global Change Master Directory was my model 
The final product is the “Data Reference Model” version 2.0 (http://www.whitehouse.gov/omb/egov/documents/DRM_2_0_Final.pdf).

