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Introduction to Knowledge Representation: 

Knowledge Representation (KR) is a key concept from Artificial Intelligence that is of primary importance to Semantic Technologies.  Historically, KR has encompassed both knowledge structure/organization as well as the reasoning mechanisms that operate on the content of knowledge structures to produce useful results.  We have attempted to extend the meaning of Knowledge Representation from structured data and information to include the more unstructured semantics of text content and the meaning of the symbols themselves.

Knowledge structures operate at both conceptual and logical abstraction levels.  At the conceptual level, concepts are defined as one of two types – static: object, entity, and abstraction; and dynamic: event, task, and process.  Each concept type has a set of stereotypical characteristics.  For example, entities are alive and possess capabilities and purposes.  The relationships between concepts are expressed as taxonomies and networks.  
At the logical level, the concepts themselves are described in terms of key attributes/features and their allowable values.  Thus, conceptual primitives consist of <concept attribute value> triples.  Depending on the task or purpose and situational context, varying attributes will be emphasized or ignored during problem solving.  Also, clusters of attribute values will result in successful inferencing leading to a useful solution.  
Today, the most familiar reasoning mechanisms are relational operators and search engines.  However, other more powerful types of inferencing have been used in expert systems for over 20 years.  There are several types of expert system, each with its own specialized knowledge structure and inference engine.  The types of expert system include: case, rule, network, object, process, and hybrid.

In addition to knowledge structures and reasoning mechanisms, there are other aspects to KR that are frequently ignored in most current knowledge management and semantic interoperability programs.  First, the relative importance – often called the utility factor – of a concept, attribute, value, or relation, to performing the task and context at hand is crucial to success.  Another useful expression involves the relative certainty of an asserted value or relationship – called the uncertainty factor – that affects the quality of data and thus the accuracy of the inferencing and results.  So, a richer description of a conceptual primitive might consist of <relation concept attribute value utility certainty>.
The ideas expressed here are applicable to both relational structured data and so-called unstructured or less structured data (text, content, prose) found in documents, publications, and emails.  Concepts in text are often expressed as keywords.  Terminology must be defined for the key concepts required to perform the requested task.  The ontology and related thesauri and metadata may become the common glue bridging relational and unstructured data.
In order to illustrate some of the issues inherent in KR and Semantics, we have decided to focus on the domain of law enforcement.  Specifically, we have focused on incident reports provided to the FBI on form 302 from fictitious interrogation of witnesses.  FBI 302’s are largely in the form of unstructured narratives.  While there is a little bit of structured information, the structured information is about the report sources (when and who wrote the report) and not really about the content. 
Issues in Semantics:
We will now raise some issues that are blocking continued progress in relational data modeling and in the more recent discipline of semantics.  The important role of Knowledge Representation in addressing these issues will be initiated.  We will provide some examples in the context of law enforcement.  These semantic issues fall into a number of categories: consolidation/ harmonization of legacy databases, improved description of concepts, improved attribute values, concept precision/granularity, standard vocabularies, representation of relationships, importance, uncertainty, improved matching and access function accuracy, and asserting new facts.
Types of issues:

· Data Consolidation and Harmonization: 

· Terms as semantically under-defined and under-described: finding and validating possible synonyms across disparate legacy DBs, metadata, and text/content.
· Terms as related and organized into concept hierarchy, but more general or specific.
· Multiple attributes and their values define and describe the concept and context.
· Consolidate terms/concepts from disparate DBs: determine synonym, similarity, and context.
· Consolidate attributes from disparate DBs: is the same feature being described?
· Consolidate value typing and problematic conditions from disparate DBs: handle missing data values, semantically equal values, misspellings, weak data typing, and default conditions and handling
· Attribute Values: Often attribute values are defined too vaguely/qualitatively.  A principle is to use quantitative values whenever possible.  For numeric values, context is the unit of measures.  Numeric ratios must be defined in terms of the former units.
· Importance: Depending on the context of the task, certain concepts and attributes will take on varied importance.

· Uncertainty: Another relevant measure would be a quantification of how well a piece of information is known.  Many measures of uncertainty were used as part of the KR in AI with varying degrees of success.  For example, a police officer documented the model of a car versus a witness saying “I think it was a Ford”. Capturing both types of information is valuable but distinguishing between the quality of the two is essential.  For example, the certainty of a witnesses’ ID of a perp.
· Level of Specification/Granularity: How should differences in data granularity be handled?  For example, a given department describes and distinguishes crimes at a finer level of granularity than another does. If one department tracks 4 types of robberies, but another department tracks 20 types, how can the data be merged without losing information?
· Data Element Separation: Another issue is when the same information is tracked differently. One department keeps middle names in the first name field since they don’t have a middle name field.  Once the data is integrated, how does one distinguish revised and reformatted information that now differs from how it was originally gathered?
· Standard Vocabularies: Another issue is the lack of standard vocabularies for data element values.  For example, one department has hair colors including “BROWN” whereas another has “BRW” and yet another “BRN”. When this information is integrated, should it all be changed to “BROWN” or do we retain these three original representations and map such that all indicate the same value in reality.

· Improved Inferencing Accuracy: Most existing matching functions are binary – they either match or they don’t.  Much more accurate and realistic are similarity inference matchers that assess the degree of match for each value type and across multiple attributes.
· Asserting New Facts: Often there is a need to generate missing attribute values for queries based on context setting: inference from certain key attributes and values that are dependent on the purpose of the task/query; determine when default values are acceptable; and ensure that asserted and default values are properly tagged, and can be replaced later with more accurate values.
· System of Records: While asserting new facts is crucial, there may be a serious problem if this new element is considered to be a new system of records.  How can this be overcome?

Most early search engines relied on binary matching -- responding only with true/false.  That is, keywords had to exactly match the text or the text/site was not selected.  Those limitations have been partially overcome in current search engines by cataloging common misspellings and alternate synonyms.

Similarly, nearly all relational query engines even now rely on binary matching to specific attribute and value symbols found in lists of categorical variables.  For structured data, symbols must be an exact match for the relational function to be executed.  Disparate legacy databases often use different names for the same data element.  In addition, symbols must be correctly spelled for a match to occur.  
Another recent approach to search is provided by faceted search over RDF to better define the query terms.  In order to do this, an ontology must be constructed.  Keywords are first matched to concepts, and then the known attributes for concepts are displayed/revealed to further guide search and navigation.  This technique is used by both Siderean and Endeca navigation tools.

The problem becomes even more serious when representing data element values.  Data value types include binary, categorical variables, and numeric variables.  Binary terms (true/false, yes/no) are the simplest to construct, but convey the least information and meaning.  Binary matchers can do range splitting on numeric variables (X is greater than Y).  However, to represent the richness of the real world, binary matchers must use several range splitting comparisons to equate to the performance of one more robust approximate match.  
Categorical variables provide somewhat more meaning, but are still limited by the choice of words/symbols and their less precise meaning.  For example, the terms “overweight, obese, fat, rotund, and large” may all convey similar meanings, but only one can be selected to represent that extreme value for a body-type build categorical variable such as <fat  medium  thin>.
Numerical values provide the most precise description, but have their own issues.  Numerical values must include units of measure as part of their context.  In addition, if we use only one numeric variable to represent body-type, say the variable weight, this is insufficient.  We must also provide height to provide a more meaningful context of body-type.  Even then, we might have to come up with a ratio of estimated height to weight to improve on the simpler categorical variable above.

Abstraction Levels in Semantic Databases:

1. Conceptual Level: Broad-scoped, strategic, and general – Who, Why, What
a. Defines purpose of business system

b. Describes the components of the business system 
c. The stakeholders and their needs and interests, 
d. What they value expressed in terms of products, services, and capabilities.  
e. Describes the key concepts and relationships between them.  
f. Expresses important goals, roles, behaviors, and actions of the system.

2. Logical Level: How, When, and Where

a. Details the concepts by defining the attributes and values.  
b. Lays out the context.  
c. Describes system actions at a level that produces results.

3. Physical Level: Covers all implementation issues on detailed and concrete bases

a. Populates the database and provides the actual content for the system to act on.

b. Implementation issues: What platform, DBMS, data schema, and data dictionary will be used

c. Consolidation and harmonization from disparate legacy infrastructure and DB components

Illustration of Issues in Law Enforcement Context

Probably most people are familiar with crime dramas in which a seasoned investigator analyzes the facts surrounding a recent horrific crime.  Investigators try to collect facts that will answer the primary elements of a crime: motive, means/method, and opportunity.  A time of day, a location or other attributes of a M.O. (modus operendi) can aid substantially in the solving or prosecution.  In addition, for a crime to have occurred, there must be a victim, a perpetrator, and a crime scene.

A crime scene can contain all the information necessary to solve the crime and thereby reduce its likelihood for re-occurrence or at a minimum punish the person or people responsible.  The only way to correctly make the determination of which attribute individualizes this crime is in terms of the larger data set of “all” crimes.  This is why in the crime drama the aged investigator is able to “remember” a similar crime from years prior.  As the story formula goes, this investigator goes to the information gathered in the prior investigation and unites that crime’s attributes with the current investigation and thereby isolates the perpetrator.  Most humans use this Case-Based Reasoning as our primary reasoning mechanism.  That is, we look for the best overall degree or goodness of fit to the relevant attributes from the current situation to cases from our experience.
This approach is a perfect example of how RDF works.  Each crime attribute depicts a directed graph.  The conglomerate of these directed graphs describe the known information about the crime.  Solving the crime requires the matching between a specific graph (query) against the conglomerate of known information about the crimes.  Once there is a match between the query graph and the known information the remaining steps involve determining which match is the most likely to lead in a successful prosecution, as at least identification of the likely perp.

In law enforcement, suspect concept attributes may exhibit certain uni-directional changes.  For example, hair length can be shortened, but likely cannot be lengthened without a wig; facial hair can be removed, but not added; height can be shortened if the person wore lifts, but not likely increased by 6 inches; and if overweight, there is no way to look slim, but if slim, one can add padding to look overweight.  However, some attributes can be altered and then changed again.  For example, hair can be colored and re-colored.  Thus, unless disguises are involved, it is very difficult to change certain body features.  Thus, some attributes could be changed after the fact of observation or disguised during the crime.  Business rules are needed that cover the type of allowable attribute value transformation, or another approach would be to encode a third measurement of how possibly an attribute can be changed in a given description.   
There are also important encoding issues of what are allowable values for an attribute.  This happens frequently when consolidation of databases involves several legacy databases as well as a newly defined schema.  There are likely systemic errors in encoding.  For example, should the ontology encode that albinos can be mistaken for Caucasians?  Do ontologies need to show that Asian, Negro/Black/Afro-American, and Hispanics are defined as Non-White/Caucasian?  Encoding a race feature might be less useful than a skin tone feature, or perhaps both are needed.  For example, Hispanics can be mistaken for people with Arabic backgrounds.  And what about Asian Blacks – how can these distinctions be properly encoded without 15 or more categorical values for race?  How does one harmonize earlier legacy encodings with greater or fewer or just different categorical value options?
Example: Perpetrator identification is critical to success in case prosecution.  In an unstructured narrative, an eyewitness described an assailant as overweight.  While this is better than no information on body-type, it leaves one guessing as to how overweight the assailant really was, and leaves out the context provided by height.  And how will this information be used in a relational database of, say, possible suspects?  So how can relational operators provide approximal matching?  Well, they can’t, and so many likely matches/assertions are never made, resulting in failure to identify the perp from a database containing prior cases with very similar sets of characteristics.

When possible, one solution would be to have the witness match their recollection against a set of prototypical standard body-types.  This set then becomes the values for a categorical variable, body-type.  And, approximate matching (Ex: 80% match to potbelly sketch, but was an even larger potbelly) against this standard set would improve the accuracy and results even further.  Another descriptive factor might be the age of the assailant.  Furthermore, the accuracy of the estimated age can be described in terms of a certainty factor.
Example: Description of assailant.  But what degree of accuracy is needed for the task?  Provide a measure of certainty for accuracy of estimate?  Bound accuracy within range: Ex: between 54 and 57 inches tall.  What level of granularity?
· Height: <tall  medium  short> or <number> in inches, to one decimal point; min: 30, max: 99

· Weight: <heavy  medium  slim> or <number> in pounds; min: 50, max: 999

· Body-Type: <obese  potbelly  fit  trim  pudgy  thin  piano-legs>

· Age

· Sex

· Race

· Color

· Facial Features…

· Discriminating Features: scars, burthmarks, tattoos

· Handicaps: eye patch, limp, hair lip, prothesis

Example: Describe a crime event.  We know that the concept type, event, has certain required attributes such as: date, duration, location, type, weapon, and participants (perp, victim, witness).  When witnesses are interviewed regarding a crime event, the system prompts the interviewer to acquire values for this typology for as many of these mandatory attributes as possible.  Where there is uncertainty, such as to the time, this can be represented as a within a range of duration with a likelihood.  If there is uncertainty as to the identity of a suspect, additional description in terms of finer granularity of more detailed attributes, such as race, sex, facial features, body type, and clothing, is often required to reduce uncertainty.
Example: Identifying vehicles introduces interesting issues.  If a witness describes a car color as dark, perhaps the business rules should generate all possible alternative values such as maroon, black, navy/midnight blue, or charcoal.  Should ontologies understand distinctions between license plates from different states?  For example, should ontologies know that license plates with white backgrounds with blue writing can only be Virginia plates?  Given the number of possible license backgrounds and writing color combos, there are several hundred possible relationships and business rules.  Given the likely accuracy from witnesses, is such inferencing really feasible and accurate?  Is it important for the system to encode this kind of knowledge, or should this be left to the interrogator to make such inferences and then enter them into the system?  
Conclusion: Clearly, we have just scratched the surface regarding issues that affect the performance and success of semantic interoperability, controlled vocabulary, and taxonomy programs.  We have attempted to describe some ideas to improve the access, usability, and quality of data, information, and semantics used in real world data-intensive projects.  Finally, we have used some examples in the domain of law enforcement to illustrate these issues and concerns, and suggest some possible remedies.  
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