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Abstract 
Knowledge Discovery (KD) is challenged by the sheer scale of “information items” (documents, web pages, images, etc.) that either exist now or are projected in the near future. In particular, the quantity of image/video data is growing very rapidly. 
Semantic technologies
 (e.g., using OWL/RDF) provide an elegant representation for objects/concepts, relationships, and events.  These provide a means of describing image content both in terms of pure image-organization and interpreted objects. These methods can be extended to representing activities within video segments. However, use of this more expressive formalism requires substantial additional computation. Given the existing and projected data volumes, there is a computational challenge in providing rich and detailed representations to all data, and to using the full richness of these representations during KD.  
A comprehensive KD solution can be developed by adopting a multi-layered, combined top-down / bottom-up representation and control system, incorporating multiple existing representation solutions.  Benefits of this approach include:

Increased ability to work with very large data volumes, across multiple repositories, 
Increased ability to discovery and correlate salient material, while still eliminating irrelevant materials, and
Ability to incorporate discovery across multi-media domains (text/image/geo). 

Overview 
Most existing KD capabilities adopt a “single knowledge representation” strategy. For example, one approach identifies concepts within a document or corpus. A different approach performs semantic net technology, identifying relationships between words and/or concepts. A third approach uses syntactic analysis, and yet another performs deep semantic analysis.  While each of these approaches has merit, the first suffers from lack of descriptive power (e.g., identifying concepts alone does not form a good basis for relationship identification), while the lattermost approach is so computationally expensive that it must be reserved for all except the most “relevant” information items. Intermediate approaches invoke both dangers; incomplete description and computational expense. 
An effective solution to this challenge is to adopt strategies from biological signal and information processing, including:

Multiple representation levels, with simpler representations at the lower levels, and increasing abstraction/complexity at the higher levels, including a consistent representational strategy applicable to both text and image data,
Heta-archical control system (both top-down and bottom-up control) enabling relevant information gathered in service of a “focal query” through feedback loops, and
Utility functions to control feedback loops. (Font changes here – do you want to do this?)
"No computation without representation," J.A. Fodor, 1975
Black Dragon (Brain-Like Cognitive Knowledge for Domain Re-Activation in a Gain-Oriented Network, or Black Dragon) is an architecturally-based KD system that invokes multiple levels for knowledge representation, along with transitions between these levels mitigated by “representation extraction” processes. Dynamic control is enabled, either human-directed or automatically generated, via various feedback loops. Automated approaches invoke utility functions to determine parameters and feedback data.  This approach is based on well-known and appreciated artificial intelligence principles, previously applied to complex problems such as image understanding.  
This presentation will focus on demonstrating concept extraction (Level 1), taxonomy generation (both automated and human-generated) (Level 5), and use of these taxonomies to support a “dynamic feedback” to users, assisting knowledge discovery.  Fully expressive representation modes, such as OWL/RDF, are incorporated as a “Level 3” representation.  
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�My understanding of Semantic Wave what technologies are available today – that is, the wave is moving forward and encompassing more technologies over time
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