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Attendees:

Troy Anderson, KnowledgePlex, Fannie Mae Foundation
Arun Barman, Urban Markets Initiative, The Brookings Institution
Paul Bugg, Statistical Policy Office, Office of Management and Budget
Bruce Cahan, Urban Logic
Cavan Capps, Census Bureau
Lindsay Clark, Urban Markets Initiative, The Brookings Institution
Gene Cross, MITRE
Marshall DeBerry, FedStats, Interagency Council on Statistical Policy
Joe Ferreira, Department of Urban Studies and Planning, Massachusetts Institute of Technology
Enrique Gomez, Census Bureau
Peter Guerrero, U.S. General Accounting Office
Barbara Harris, Census Bureau

Larry Herring, MITRE
Tom Kingsley, National Neighborhood Indicators Program, Urban Institute
Allen Lomax, U.S. General Accounting Office
George McCarthy, Ford Foundation
Brian Nagendra, Urban Markets Initiative, The Brookings Institution
Brand Niemann, EPA and Federal CIO Council
Andrew Reamer, Community Statistical Systems Network
Jane Ross, Key National Indicators Initiative, National Academy of Sciences
Pari Sabety, Urban Markets Initiative, The Brookings Institution
Donna Scholz, Geospatial One-Stop and Federal Geographic Data Committee
Patrick Simmons, KnowledgePlex, Fannie Mae Foundation
Cynthia Taeuber, Census Bureau
Bill Tolar, National Atlas, U.S. Geological Survey
Susan Turnbull, General Services Administration

Andy and Pari opened the meeting by defining Community Statistical Systems (CSS) and describing the benefits of CSS, CSS-related organizations, the current CSS model, problems with the current model, and the future model for national community statistical system.  Pari then went on to discuss the Urban Markets Initiative (UMI), its mission, and its role in helping move towards a national infrastructure for community statistics. 

Summary

To briefly summarize, CSS are web-based tools that provide data from multiple sources (federal, state, local, and private) on multiple topics (e.g. demographics, environment, employment, health, education) in a form and manner that integrates local interpretation based on ‘local knowledge,’ and that facilitates the development of appropriate indicators and statistics.  Moreover, the systems provide data for various geographic levels (national, state, regional, and local).  The role of these systems are to function as local, state, and national data intermediaries, serving a wide array of users.  Access to data allow public and private sector decision-makers to better analyze markets, identify opportunities, and make effective investment decisions.  Some of the CSS-related organizations include: 

· National Neighborhood Indicators Partnership

· Census Information Centers Program

· Community Statistical Systems Network

· Community Indicators Consortium

Current and Future Model

Currently, CSS are data centers that are often overwhelmed by large datasets, not easily updated, contain administrative records filled with idiosyncrasies and inconsistencies, among other things.  The vision for the future, or next generation, model is one that brings together data from all sources (public, private, etc) to create a virtual datacenter that is interoperable, collaborative, up-to-date, smart (interpretive intelligence), large-scale, and open source.   

Urban Markets Initiative (UMI): Mission and Role 

The UMI’s mission is to address inaccessible, biased or incomplete information on urban areas.  The availability of quality, low-level geographic data will help to expose the hidden human, economic, and physical assets in inner city neighborhoods.  This information, previously unavailable to market actors (government, business, individuals, etc), can be used to identify investment opportunities within urban areas, thereby facilitating high-performance, efficient urban markets.  

To achieve its mission, UMI promotes ways to assure open, accessible and transparent urban data at the federal, state, and local level; therefore, UMI recognizes that a national infrastructure for community statistics, or a Community Knowledge Network, is necessary tool for liberating data on urban areas.     

After the introductory remarks, Pari and Andy opened the floor for comments on the discussion paper titled “Towards a National Infrastructure for Community Statistics.” 

Discussion of Concept Paper

Participants were asked to comment on three questions: Do you think the vision presented in the paper is a good idea?, Why? Or why not? and How does this visions support enhance, or complement your organization’s efforts?
1-2. Do you think the vision presented in the paper is a good idea?  Why? or Why not?
Need and Demand

There was a general consensus among the group that there is a need and a demand for a national infrastructure for community statistics. Moreover, it was acknowledged that now is the time to start moving towards such an infrastructure because many organizations and agencies have begun working (internally and in collaboration with each other) to improve data access, dissemination, and scalability. It was noted that the geospatial community, facilitated by the U.S. Geological Survey (USGS), has demonstrated the viability of such an approach; much progress has been made over the last ten years regarding collaborative approaches in the realm of geospatial data.  

User demand and the benefit of increased efficiency and effectiveness for both the public and private sector were cited as reasons to pursue a data network. Several participants stated that there is a strong demand among data users for high quality local data.  Moreover, participants noted that a flexible national data system would be beneficial for developing indicators at varying levels of geography and user/provider sophistication.     

In terms of improved efficiency and effectiveness, the duplication of efforts by governments and government agencies, nonprofits, and other organizations could be reduced by standardizing data and making it more accessible.  As evidence, one participant cited a study done by OMB that found redundant investments occurring because of limited access to data resources. 

Finally, several attendees argued that a national data infrastructure should be seen as a “public utility” and that public data, and access to those data, should be financed like other capital investments.  

Problems/Challenges  

While there was agreement about the benefits of a national infrastructure for community statistics, there was also consensus surrounding the potential challenges and obstacles such an effort would encounter.  An initial identification of the issues/ challenges faced include:

· Institutional Culture: it may be difficult to change the cultures embedded in agencies and organizations

· Complicated Relationships with the public sector (federal, state, local, nonprofits) and the private sector (where do they fit in?  Should we include them?  If so, how do we include them?)

· Ownership and Management of Data:  Who owns the data, who can release the data, and do they have the capacity for it?

· Confidentiality What are appropriate standards of confidentiality? How can these standards be achieved.

· Developing Standards/Metadata:  There are real challenges to understanding the interaction between datasets.  Metadata safeguards against inappropriate use of data.    

· Financing and Sustainability: Substantial funding is necessary, but there is also a need to think about how to become self-sustaining. 

· Interoperability: How do we plug these data together in meaningful relationships?

· Business Case: Need a strong business case to clarify the value of data.

A further discussion of the challenges were outlined in the working group sessions, which are detailed further below.

Other Issues:
Participants felt that the business case expressed in the concept paper needs improvement.  One participant stated that the business case “lacked a sense of urgency and benefits.”

Another participant commented on the “urban bias.”  He noted that it would be beneficial to include rural and tribal areas.  He also emphasized the need to include primary data collectors, even though they may not meet quality standards.  

2. How does this vision support, enhance, or complement your organization’s efforts?

Participants cited several ways in which a national infrastructure would support, enhance, or complement their respective organization’s efforts.  Some of these include:  

· The infrastructure would enable widespread development of indicators.

· The ability to combine federal, state, and local data would be valuable.

· Such a system would free up resources (less data cleaning, etc.) to use talented researchers for analysis.

· This vision is aligned with some organizations’ current planning efforts.

· The system would allow for meaningful combination of datasets and prevent erroneous combinations.

· The system would facilitate more efficient local use of federal data. 

· The system could potentially reduce inefficiency in federal investments.

Working Lunch and Work Group Sessions

Work Group 1: Technical Issues 

Technical barriers aren’t easily isolated from institutional barriers since the technology continues to develop rapidly and the suitability of technical strategies depends on the institutional and organizational structure utilizing the technologies.  For example, most of today’s ‘solutions’ involve web services, but web publishing wasn’t even on the drawing board a decade ago.  Web services (and related internet protocols) make it possible to share and repurpose data – and data processing methods - in new ways that are more flexible and more easily managed.  Both the system architecture for using the new technologies and the organizational strategies for capitalizing on them are mutually dependent works in progress. 

Working group discussion touched on several technical barriers:

1) Interoperability – The ability to communicate meaningfully across software and hardware on multiple machines and from multiple vendors is especially important, and increasingly complicated.  Everyone wants ‘one-stop shopping’ through an easy-to-use web interface.  But the coordination, interpretation, and integration that are needed in the various data processing pipelines involve multiple layers of ‘standards’ and complex issues of semantics as well as syntax.  We can imagine providing end-user flexibility through a ‘My-Stats’ feature that can tailor the data processing and user interface to match user needs.  Managing end-user accounts and website customization is now easy – the hard part is providing the back-end system architecture, standards, and data processing ‘middleware’ that can be appropriately relevant, efficient, and flexible.   

2) 
Usability and Public Investment: What are we trying to push at the user end?  Are we building a model that interprets data that users want?  Are we focused on local organizations and specialists that, in turn, support their own end users and ‘indicator’ efforts, or are we contemplating self-service by end-users?  Can the same system architecture serve sophisticated analysts and casual users through relatively minor changes to the end-user applications?  similar  How can public investment and pilot projects using government-produced data be leveraged to stimulate private sector investment in value added services?  Perhaps there are analogies with the data collection and modeling steps involved in weather forecasting.  To what extent are we (should we) be complementing, cooperating, or competing with the private sector?

3)
Standard Data Elements: How do we deal with data and metadata standards? Should we try to identify and promote the use of particular architectures and non-proprietary standards for ‘middleware’ processing steps.  What web services and metadata processing is most relevant?  What integration and reinterpretation of federal/state/local data is most pressing/problematic/relevant, and ready for experimentation?  How do we support more bottom-up experimentation and learning regarding data documentation and the development of appropriate statistics?  Web-based collaborative tools such as ‘Wikis’ were suggested to allow the development and self-correction of locally generated knowledge about community statistical practices.  For example, wikipedia (an online encyclopedia at www.wikipedia.com) is an online encyclopedia in which users add to each others’ definitions in a loosely structured fashion. This is an example of open-content data standards – people can change existing entries, add on definitions, and build upon each others’ work. 

Work Group 2: Institutional Issues 

This session opened with a discussion of the foundation world, specifically their institutional structure, which may impact funding decisions, and the type of projects they are interested in funding.     

The first point raised was that projects need to be innovative and sustainable.  One reason for this is because of structural defects within foundations: (i.e. staff turnover, anti-numerate staff, and “donor-fatigue”).  It is in the best interest of the project not to depend on foundations for long-term funding because of “donor-fatigue.”  Moreover, Foundations do not necessarily want to be long-term funders.

Second, a participant stated that it is important to note that foundations are interested in measuring impacts over the long-term—the proposed infrastructure would aid such measurement.   

Institutional/Governance Issue 

Participants then shifted the discussion to identify potential governance issues that may arise in working to create a national infrastructure for community statistics. The primary governance issues identified include:

1) Institutional Culture:  Need to raise institutional participation while lowering institutional resistance to promote a statistical  system.  Need to articulate each groups benefits as a part of the whole.  There are three primary institutional constituents:

· Producers

· Users

· Tool systems

2) Reach out to Funders:

· Message: need well respected messengers, and a messaging campaign that articulates the benefits and costs for a community statistical system.
· Need to have a clear model: finance, resources, subsidy (type foundation, public, private)
· Models for pubic/private participation
3) Financial Sustainability:  Need Financing-Cost models

· Does it need a structured subsidy?

· Need a self-sustaining business model that is a mix of public and private funds

· Consider NCDI or Living Cities model (each group is self-sustaining, although fragile)

· Are there federal dollars available (procurement dollars)?

4) Incentives:  Need a clear idea of stakeholders and their stake in the product to incentivize participation.  Also need to remember that incentives for the public and private sectors differ.  

· Foundations

· Government

· Private sector

5) Data Collection Process:  Need to change the data collection process.  Currently, data are not collected with the intention of repurposing.  

· Need to develop standards with private sector to spur new development

· Create default standards; otherwise, standards will not develop.

· Primary costs are collection and meta-data support—it is valuable to automate these functions.

6) Goal:  Better fact-based policy
· To demonstrate the benefits of a national infrastructure, it is necessary to show cases that were successful in increasing efficiency and saving money.

· Build win-wins with private sector.(Governments cannot be in the position of competing with commercial firms.

7) Goal of this group
· Build a business case for foundation and “300” form for 2007 budget year

· Influence outreach to key stakeholders

· Diversify funding

· Catalog uses of data to package to users
Open Discussion:  Comments from both Working Groups

In terms of funding, one attendee noted that it is important to build the case for financing: “What is the cost of getting there? And what is the cost of not getting there?”  He recommended looking at GASB 34 and the impact of classifying information as an asset and valuing it as such.  

Another individual stated that, from an operational standpoint, it may not be possible to get a business case in the 300s for the next fiscal year.  However, it was noted by participants that there are other opportunities for funding within the government.    

Other points raised include: 

· Need to include state datasets

· Also foundations will see value in a concerted effort to make use of “orphan” data, or “one time use and throw away” studies.  The national infrastructure could provide a home for “orphan data.”

· Need to develop relational browser-based tools.

· Wikipedia

· User-friendliness—need to balance between little choice and maximum functionality

· The Global Justice Community is an example for centralizing data

Conclusion: Where do we go from here? 

Participants agreed that it would be worthwhile to draft a charter for the national infrastructure for community statistics community of practice.  A group of attendees agreed to stay after the meeting to assist in drafting the language.  Pari also suggested that the group come together in a month or six weeks to come up with a skeleton timeline for the next 18 months skeleton.  All participants agreed that it was imperative to keep the momentum going, and that it was better to meet sooner rather than later.         
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