LSN-JET Performance Measurement Initiative:

Abstract:

The global Internet has become an indispensible part of modern life and the foundation upon which modern scientific experiments are built.  By design, multiple administrative domains own and operate various sections of this global infrastructure.  While the distributed nature of the Internet’s management makes it easy to expand that infrastructure in multiple dimensions, it makes it extremely difficult to identify problems on an end-to-end network path.  To address this challenge the international perfSONAR community has begun developing and deploying a suite of services that would promote the sharing of this operational data while preserving the domains autonomy.

The Large Scale Network (LSN) committee has charged the JET to develop a detailed plan for deploying these perfSONAR services inside each JETnet domain.  This white paper describes the suite of services being developed by the perfSONAR collaboration.  It describes how wide-scale deployment of these services would meet the needs of science communities (Virtual Organizations) and the various network operators.  We also briefly discuss how the perfSONAR architecture defines and implements these services to create a comprehensive suite of measurement and monitoring tools and services.  Finally it describes the steps needed to begin (complete?) deployment inside each JETnet.

Background:

The rapid growth of the Internet was spurred, in part, by the needs of several domain-specific (i.e., astronomy, earth science, physics) scientific communities.  This Internet, however, lacks central control or management organization that can determine who operates a network or what data the network carries.  This distributed management framework has many advantages, but one significant drawback.  It is extremely difficult for any single individual or organization to isolate a problem on an arbitrary network path.  This does not mean it is difficult to measure this path’s properties, end-to-end measurements are routine on the network today. However, identifying which specific links are used to carry this traffic and what the performance is on each of these links is a non-trivial problem for today’s users and network operators.

To illustrate this complexity, let’s look at a typical case where a scientist at a US university wants to access compute resources located at a Federal research facility.  The scientist is connected to the university campus network, which is connected to a national backbone via a regional provider.  The Federal research facility runs it’s own campus network which connects directly to the agency’s national backbone network.  The university’s national backbone and the Federal institution’s backbone networks peer to exchange data and support this scientific experiment.  All data sent between the 2 endpoints crosses 5 administrative domains (campus, regional, university backbone, federal backbone, and research facility).  A problem in any of these networks, or at the connection points between these networks, would impact the end-to-end nature of the data flows.

While each administrative domain crossed would have detailed information about how it’s network is operating, there isn’t a global view that could be used by the scientist or any one of these network operators.  Thus when a problem is reported it takes a large amount of time and effort to (1) identify if a problem exists, (2) determine which link in the path contains that problem, and (3) notify all the parties involved when the problem is resolved.  What is needed to resolve these issues is a comprehensive suite of services that can define a global multi-domain performance measurement and monitoring infrastructure. 

Previous JET efforts:

The need and desire to support this type of multi-domain monitoring system is not a new idea.  For more than a decade the JETnet operators have worked closely with each other to resolve problems when they occur.  These interactions include the sharing of collected performance data (e.g., router/switch interface statistics) and running on-demand tests to determine what the current capabilities of the network are.  Both formal and informal relationships between the JETnet operators have meant that staffs know whom to contact when questions arise.   While these interactions have been extremely beneficial and useful to the JETnet operators, it has primarily been a reactive approach to network operations e.g., action is taken once a problem is reported.

In addition to actively working on problems when they occur, several attempts have been made to deploy tools that can continuously monitor the peering infrastructure between pairs of JETnets.  While these efforts have produced actionable results, they are illustrative of the difficulties in trying to scale these efforts up to the magnitude needed to cover the entire JETnet membership.

As an example in 2006 DREN and Internet2 agreed to begin working on a peer measurement project to monitor their peering infrastructure and to serve as a prototype for wider JETnet monitoring activities.  The major efforts focused on (1) defining which measurement tool should be used to gather the data; (2) finding time for the engineers to run tests; (3) making the test results available; and (4) converting from an engineering trial to a production activity used by the networks Operations Centers. 

The manual effort in this engineering trial showed how difficult this type of tool-based approach would be.  Getting all JETnet engineers to agree on a single tool may be an achievable goal, but getting all the NOC staffs to understand the tools command syntax or what the test results mean is a much harder task.  Yet the benefits of such a long term monitoring infrastructure are undeniable.  Thus a better solution is required if this type of monitoring activity is going to be widely accepted and used effectively.

perfSONAR development:

Three years ago, under the aegis of the DICE collaboration (a technical and operational collaboration between Dante, Internet2, CANARIE, and ESnet), two JETnets (ESnet and Internet2) in partnership with the European DANTE and Brazilian RNP organizations jointly began the development of a comprehensive set of services that define a multi-domain performance framework.  The perfSONAR project, as it is known, identified the following set of attributes that any multi-domain infrastructure would require.  

1. Require that network operators maintain control over their networks, including security mechanisms to control access to, and distribution of, collected data. Each domain can export data and information at multiple levels of detail, e.g., allowing access to aggregate link utilization data while restricting access about which specific flows are contributing to this utilization. By taking this step we continue to recognize that each network is owned and operated by an independent administrative domain.

2. Provide a basic messaging service for moving data and commands around the network.  This messaging service provides the fundamental glue that ties the various tools and services together into a useable infrastructure.   An extensible web-services based set of messages needs to be defined to allow for the storage and retrieval of measurement data and management commands.

3. Define how a tool can register its existence in this network, including what types of measurement it makes (i.e., delay, throughput, jitter).  Any useful multi-domain architecture will need to provide a registration and lookup service.  An extensible set of management messages needs to be defined that allow a tool to state, what it gathers or consumes, where it is located, and the administrative domain that contains its access control profile.

4. Define how to find a registered tool, including ways to learn if this tool is ‘near’ the e2e path of interest.  It is not sufficient to simply register the existence of a tool or service.  Most networks have multiple paths with measurement points located along all of these paths.  Without some guidance, it is difficult for someone outside that administrative domain to understand which test points will produce useful results (e.g., testing from Chicago to New York wouldn’t tell you anything useful if the application data is going from Atlanta to Los Angles).  Thus a useful infrastructure will have a way to determine both which tools exist and if those tools would produce useful data for the path of interest.

5. Provide a mechanism to retrieve archived management and link utilization data. Most network operators continuously monitor their routers, switches, and links to ensure that they are operating properly.  The data collected by these monitoring tools is stored in local archives and displayed to operations staff to ensure that the network is operating properly.  This archived data should be retrievable, within the security and privacy constraints described elsewhere in this document, by operations staffs of other domains or interested parties. 

6. Provide a mechanism to determine which specific on-demand tests are supported allowing end-users, or their support staffs, to begin a troubleshooting process. The services need to inform remote users what tools are available inside the domain, where test points are located, and which test points would produce useful data. The ability to find and use test points at various points along the path is essential for this debugging process.

In addition to articulating these fundamental attributes, the perfSONAR collaboration identified the following supplemental attributes that would take advantage of these services.

1. Allow new test tools to be inserted into the network, with the tool’s data sent to other measurement elements using the defined messaging service.  At the present time, there are numerous stand-alone measurement and monitoring tools in use by various network operators and end-user communities.  A major impediment to the development of new tools is getting the tools widely distributed.  However, a tool that archives its data using the defined messaging service can build up support within the global community (e.g., useful tools will get deployed by network operators).

2. Allow new analysis tools to be inserted into the network, the tools data is retrieved from other measurement elements using the defined measurement service.  Just as new data generation tools can be easily added to this infrastructure, new data consumption tools can be added as well.  At the present time any tool that wants to analyze data must first generate that data.  A better approach would allow analysis tools to simply request data from the measurement infrastructure.  This separation of data generation and data consumption could open up new venues for the network research community.

Once these attributes were identified, the perfSONAR developers defined 7 basic services
 that implement these attributes.  They worked within the global Open Grid Forum (OGF) community to define the XML based messages needed to build this infrastructure.  

The initial goal of the perfSONAR team was to convert the framework described in this whitepaper into a suite of useable services.  Reference implementations of these services in Java and Perl have been developed and are currently being deployed by the networks involved in this collaboration.  In addition, the international Large Hadron Collider (LHC) community has embraced this framework and is actively deploying perfSONAR services at its Tier1 and Tier2 member institutions. 

In addition to developing the perfSONAR services, several common measurement tools have been enhanced allowing them use these services.  The initial work leveraged several common NOC tools (e.g., cacti, cricket) that gather SNMP data from routers and switches and store that data in round robin database (RRD) files to create network utilization graphs (MRTG graphs).  

The perfSONAR implementation allows authorized sharing of this data with peer network operators, and other interested parties.  To retrieve this data the peer would simply need to contact the perfSONAR Lookup Service to determine if the remote domain is exporting this data.  Once this is know, a web-services request can be made to retrieve the data of interest.
  This means that NOC staff can immediately begin to gain benefits from the perfSONAR infrastructure, as the tools present data from remote domain in an already familiar format.   

Finally several network tools have been modified to take advantage of these services, allowing them to register their existence in the Lookup Service and export measurement data to an archive.  There are also tools being developed that simplify the creation of measurement testing meshes, allowing communities to monitor their network connectivity and performance.  This on-going work validates the basic services described in this whitepaper. 

Security Considerations:

An essential component of any multi-domain infrastructure is the security components used to control access to the various services and tools.  These security components need to preserve the privacy of individuals using the network and to prevent unauthorized access to archived data and services.  The security infrastructure also needs to ensure that the various tools don’t become sources for abuse or Denial of Service attacks.

The perfSONAR framework follows the international Shibboleth
 model and will use the shib tools and services to provide the necessary security environment.  This environment allows each domain to control the access to the services, tools, and data it owns.  Role based access rules are used to simplify access for remote users.  For example DREN may configure its security service to allow anyone to access aggregate link utilization data while the NOC staff at any peer JETnet may view data its domain generates.
JETnet Deployment Strategy:

As noted above, the JETnet community, along with each network’s campus and regional partners, needs to adopt a framework for a multi-domain performance measurement and monitoring infrastructure.  One of the driving forces for this action is the charge from the LSN, tasking the JET with developing a detailed perfSONAR deployment plan.  
To accomplish this objective the JETnets will take the following actions:

1. Agree upon a fundamental set of attributes that a multi-domain network measurement and monitoring infrastructure needs.

2. Agree upon a set of services that implements these attributes.   

3. Develop an action plan to deploy the following perfSONAR services

a. Lookup

b. Topology

c. SNMP MA

4. Identify any missing services or functions that need to be defined or implemented and a priority listing for each item.

5. Identify how local tools can be perfSONARized so they become known and usable by the wider JET community

Benefits and Future activities:
There are several advantages to adopting the multi-domain framework described in this whitepaper.  A short list includes:
1. Network operators (campus, regional, and backbone) would be able to look at another sites monitoring data.  This is currently doable today, but finding the right web pages or knowing which router interface to look at requires knowledge that might not be easily available to a remote NOC operator.  Deploying perfSONAR will make this information-gathering task much easier.

2. Virtual Organization members and staff would be able to perform some level of self-diagnosis, and would be able to submit usable trouble reports to NOC staffs.  

3. New testing tools could be developed and deployed more widely since the data a tool generates would be widely accessible.

4. New data analysis tools could be developed and deployed more widely since the tool could consume data from multiple archives.  

Conclusion:

Scientific experiments routinely send data over networks owned and operated by several different administrative domains.  Isolating performance problems in this multi-domain environment is a challenging and time consuming problem   A common framework that defines a suite of services that allows the secure sharing of measurement and monitoring data is required to resolve this problem. The perfSONAR framework provides a starting point for resolving these problems and will support future growth in this area. 
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� http://www.perfsonar.net/services.html


� An experimental version of this type of services was developed by Joe Metzger (ESnet).  The user pastes the output from a tracetoue commend into a browser form and presses the ‘submit’ button.  The server automatically contacts the appropriate perfSONAR archives and displays the link utilization data for each hop along this path.


� http://shibboleth.internet2.edu/about.html





